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1
Introduction
In [1], a basic framework to evaluate the system performance of the various Multi-Point HSDPA schemes was agreed upon. Multiple contributions ([2] through [13]) discuss the performance of SF-DC Aggregation and SF-DC Switching schemes. In this contribution, we summarize the results from these contributions. 

The 57-cell deployment used in the studies is shown in Figure 1. In the Macro deployment, the cells numbered 3k, 3k+1, 3k+2, where k=0,1,…18 reside at the Node B site k. In the RRH deployment, there are three 6-cell clusters, namely (0,1,2,6,7,8), (3,4,5,27,28,29) and (9,10,11,33,34,35), each of which is controlled by a NodeB.  In the scenarios with non-uniform loading, in both Macro and RRH deployments, cells 0, 1 and 8 are loaded with three times as many users per cell as other cells in the system. 
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Figure 1  A network of 6-cell Node B’s with RRH. 

2
Schemes and scenarios studied

We have studied both SF-DC Aggregation and SF-DC Switching. For SF-DC Aggregation, we have studied both the Intra-NodeB and Inter-NodeB schemes. For SF-DC Switching, we have studied the Intra-NodeB scheme. For each scheme, both uniform and non-uniform loading are simulated. For each loading assumption, there are two scenarios, one with 100% SF-DC UE penetration and the other with 30% SF-DC UE penetration. In each contribution of [2] through [13], the regular 3-cell Node B deployment (Macro scenario) and 6-cell RRH deployment are studied. Performance with both PA3 and VA3 channels are studied as well.  
The following table shows the scenario and the corresponding contributions. 
Table 1


Schemes and scenarios studied in the contributions
	
	SF-DC Aggregation
	SF-DC Switching

	
	Intra-NodeB 
	Inter-NodeB
	Intra-NodeB

	Uniform Loading


	100% SF-DC UE Penetration
	R1-110669 ([2])
	R1-110673 ([6])
	R1-110677 ([10])

	
	30% SF-DC UE Penetration
	R1-110670 ([3])
	R1-110674 ([7])
	R1-110678 ([11])

	Non-uniform Loading
	100% SF-DC UE Penetration
	R1-110671 ([4])
	R1-110675 ([8])
	R1-110679 ([12])

	
	30% SF-DC UE Penetration
	R1-110672 ([5])
	R1-110676 ([9])
	R1-110680 ([13])


3
Summary of simulation results 

In this section, we will summarize and compare the results for different schemes and scenarios. 

First a few terms are defined for the ease of discussion: 

1. Load of each cell is measured by the number of users in that cell.
2. Offered-load of each user is its required data rate; it is calculated as the ratio of the average file size to average inter-arrival time; in our simulation framework[1], it is found to be 200 kbps. 
3. A UE is in outage if its average burst rate is lower than its offered load of 200 kbps.
4. A UE in SF-DC is a UE which is capable of the SF-DC feature and is located in the softer or soft handover region.
5. Primary UEs in a cell include the legacy UEs and those SF-DC UEs who have this cell as their primary serving cell; secondary UEs in a cell are those SF-DC UEs who have this cell as their secondary serving cell.

The scheduling algorithm is chosen to be the following:

· The scheduling algorithm at the two serving cells is independent. This is motivated by the desire to simplify implementation.

· Among all UEs in a particular cell, the traffic from the primary UEs (legacy UEs and UEs in SF-DC with this cell as the primary serving cell) is given absolute priority over the traffic from the secondary UEs. This means that a SF-DC UE will not be scheduled in its secondary serving cell if there is any traffic from the primary UEs in that cell. This scheduling policy can protect the legacy users from being adversely affected by the new SF-DC Aggregation schemes.
3.1    

Intra-NodeB Aggregation vs Inter-NodeB Aggregation 

In both Macro deployment with 3-cell Node Bs and the RRH deployment with 6-cell NodeBs, there are altogether 45% of UEs in handover.  In the Macro deployment, only 9% of UEs are in softer handover and 36% of UEs in soft handover. In the RRH deployment, the percentage of softer handover UE increases to 16% and that of soft handover UEs decreases to 29%. In both deployments, there are many more UEs in soft handover than in softer handover. This fact results in the much higher gain from Inter-NodeB Aggregation. 
On average, from the user perspective, the UE burst rate gain experienced by a soft or softer handover UE is similar in the same deployment and at the same loading level. For example, with uniform loading, 100% SF-DC penetration and low loads, a gain between 40% and 50% is experienced by a user in either softer or soft handover region. 
Consequently, we have reached the following conclusion based on our studies: 

Observation 1 The system-wide benefit of SF-DC Aggregation is much more significant with Intra-NodeB + Inter-NodeB Aggregation than Intra-NodeB Aggregation alone. 

Observation 1 is consistent regardless of loading level and uniformity. It is clearly seen by comparing the gain in the average burst rate of all the UEs. For example, with 100% SF-DC penetration, at low loads, the average burst rate among all the UEs only increases by 3% with Macro deployment and 5% with RRH deployment, if only Intra-NodeB Aggregation is allowed [2]. Thus the gain of Intra-NodeB Aggregation is quite limited, even with RRH deployment. On the other hand, in the same setup, the average burst rate among all the UEs increase to around 11% if both Intra-NodeB and Inter-NodeB are allowed [6]. 
3.2


Impacts on legacy UEs
The scenarios with 30% SF-DC capable UE and 70% legacy UEs are simulated to evaluate the impact from deploying SF-DC schemes on the legacy UEs. Here the baseline is the case where SF-DC is not enabled, i.e., all the UEs, including both the legacy UEs and the SF-DC capable UEs receive data only from their sole serving cell. When SF-DC is enabled, the users that are SF-DC capable receive data from two cells if they are in soft or softer handover regions. The impact on the legacy UEs can be studied from the CDF of the burst rates achieved by the legacy UE in a baseline system and the same system with SF-DC enabled. 
From the simulation results, the following is observed: 
Observation 2 There is no performance degradation experienced by the legacy UE’s when SF-DC is enabled. At the same time, the burst rates of the SF-DC capable UEs increase with aggregation. 
As a corollary to Observation 2, the system fairness improves with SF-DC. Here system fairness is measured by the steepness in the CDF of normalized burst rates. 
It is expected that the presence of the legacy UEs will reduce the system wide benefit, like the overall burst rate gain. However, the SF-DC gain experienced by the UEs in SF-DC does not decrease. For example, when all the UEs are SF-DC capable, with uniformly low loading, the average burst rate gain among all the UEs in Inter-NodeB Aggregation is around 35% in [6]. This 35% gain remains almost unchanged when the SF-DC UE penetration is only 30% as in [7].
Observation 2 is a direct consequence of the chosen scheduling algorithm of providing absolute priority to primary UEs over secondary UEs. Other scheduling algorithms are possible. The prioritization between the primary and secondary UEs can be configured differently to trade-off the SF-DC gain and impact from SF-DC Aggregation on the legacy UEs. In doing so, the legacy UEs close to the cell may experience small losses in return for boosted SF-DC gain by the cell edge UEs. This will improve the system fairness even more than the result shown in [2] through [13]. 
3.3


Uniform loading vs non-uniform loading
Under non-uniform loading, the SF-DC UEs in the heavily loaded cells can effectively off-load their traffic to the more lightly loaded neighboring cells. This capability of cross-cell dynamic load balancing is one important use case for SF-DC. 
In our simulations, three cells (Cell 0,1 and 8 in Figure 1) in the center of the 57-cell system are loaded by three times as many users per cell as the other cells. 

Observation 3 The gain from SF-DC Aggregation is consistently higher in the highly loaded cells than in a cell in a uniformly loaded system. 
For example, with 100% SF-DC penetration, at a medium load of 12 UEs/cell, with uniform loading, a soft handover UE achieves a gain around 24% with Intra NodeB + Inter NodeB Aggregation [6]. If the heavily loaded cells have 12 UEs/cell, the gain increases to 35%[7]. 

Moreover, the gap in the gain increases with load and becomes dramatic at high load. For example, with 100% SF-DC penetration, at a high load of 36 UEs/cell, the SF-DC gain is negligible under uniform loading; but if a center cell is loaded to the same level under non-uniform loading, a soft handover UE there can achieve a gain in excess of 100%[7]. This is because of the following important trend. 
Observation 4 Although SF-DC gain for UEs decreases with load under uniform loading, the SF-DC gain in the heavily loaded cells increases with load under non-uniform loading. 

The reason is, with non-uniform loading, the service from the secondary serving cell decreases much more slowly with increasing load since the neighboring cells are much less loaded. Thus, as load increases, a SF-DC UE in the heavily loaded cell receives an increasing portion of its total service from its lightly loaded secondary serving cell. Here is a simple example. When a center cell is 30% loaded, its non-center neighboring cell is only 10% loaded, the ratio of time slots a SF-DC UE can be scheduled in the center cell to those in the neighboring cell is (100%-30%)/(100%-10%)=7/9. When the center cell is 90% loaded, the neighboring cell is only 30% loaded, the same ratio becomes (100%-90%)/(100%-30%)=1/7. To keep the analysis simple, we have ignored the role of the scheduling algorithms. Difference in average CQI between the primary and secondary serving cell affects the absolute gain at a given loading level but would not change the trend of increasing gain as load increases. 
3.4


 Aggregation vs Switching
Since SF-DC Switching is only applicable to Intra-NodeB scenario, only the Intra-NodeB Aggregation scheme can be directly compared. As seen in the simulation results, even with RRH deployment, the gain from Switching is lower than that from Intra-NodeB Aggregation. Although the non-uniform loading increases the gain from Switching, such increase is not as pronounced as in the Aggregation. The main advantage of Switching is its applicability to UEs with single receive antenna. 
3.5


 Other discussions

The absolute performance of burst rate is lower with VA3 channel than PA3 due to the multi-path interference. Under uniform loading, the gain from SF-DC is slightly lower with VA3 since the multi-path also affects the efficiency of spatial interference cancellation by the type 3i receiver. However, under non-uniform loading, the SF-DC gains with the two fading channels are similar at the same offered load. This is because the slot utilization with VA3 is higher than PA3 and SF-DC gain increases with slot utilization under non-uniform loading. 
4. 
Conclusions

The simulations in [2] through [13] show that SF-DC Aggregation provides promising gains in both user experience and system load balancing. 
Observation 1 The system-wide benefit of SF-DC Aggregation is much more significant with Intra-NodeB + Inter-NodeB Aggregation than Intra-NodeB Aggregation alone. 

Observation 2 There is no performance degradation experienced by the legacy UE’s when SF-DC is enabled. At the same time, the burst rates of the SF-DC capable UEs increase with aggregation. 

Observation 3 The gain from SF-DC Aggregation is consistently higher in the highly loaded cells than in a cell in a uniformly loaded system. 

Observation 4 Although SF-DC gain for UEs decreases with load under uniform loading, the SF-DC gain in the heavily loaded cells increases with load under non-uniform loading. 
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