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1 Introduction
CoMP study item has started with a revised SID [1] and scenarios for CoMP have been discussed in RAN1 #63bis [2]-[7]. In conclusion, four deployment scenarios with heterogeneous / homogeneous networks have been agreed in CoMP simulation assumptions [8]. These four deployments follow a hierarchical network architecture, in which a central entity or eNB coordinates several cells. However, other scenarios without central entity may exist, where the network architecture is distributed. In this contribution, we study feasible control schemes for CoMP scheduling and identify required X2 signalling taking into account network architectures.
2 CoMP operation with scheduling
There are two types of scheduling in CoMP, centralized scheduling and distributed scheduling [3]. We study feasible control schemes for these types of scheduling taking into account network architectures.

- Centralized scheduling
In centralized scheduling, a central scheduling entity or central eNB performs joint scheduling based on CSI and send joint scheduling information to cooperating eNBs via X2. Exchanging information over X2 is not necessary in case of intra-site CoMP or CoMP among RRHs connected to a single central entity. Fig. 1 shows a hierarchical network architecture suitable for centralized scheduling, involving different eNBs connected via X2 interface. In a hierarchical network, the central eNB has a master role and cooperating eNBs follow central eNB’s instructions. The cooperating eNBs need to wait the joint scheduling information before performing their individual scheduling in order to align the resource allocation of the individual scheduling with the joint scheduling. This central scheduling could support coordinated scheduling/coordinated beamforming (CB/CS), non-coherent joint processing (JP), and coherent JP.
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Figure 1:  CoMP with centralized scheduling in a hierarchical network.
However, cooperating eNBs (e.g., eNB1 and eNB2) are often deployed using a distributed network architecture, not a hierarchical network architecture. It may become an issue to control a joint scheduling in a distributed network where eNB1 and eNB2 have equal functions and no priority. If eNB1 and eNB2 perform joint scheduling for UE1 and UE2, respectively, each eNB needs joint scheduling information from the other eNB. It seems challenging to coordinate resource allocation between eNB1 and eNB2 in a distributed network. 
- Distributed scheduling
In another approach, i.e., distributed scheduling, each eNB performs independent scheduling for all data transmitted by the eNB. Since the UE serving eNB receives UE CSI reports, each cooperating eNB must receive CSI from the serving eNB. In CB/CS, the cooperating eNB uses the CSI to reduce interference for the UE in spatial domain. In JP, the cooperating eNB performs scheduling using the CSI and sends the UE scheduling information to the serving eNB which transmits UE PDCCH. Fig. 2 shows a control scheme for distributed scheduling where eNB1 and eNB2 are assumed to be serving eNBs for UE1 and UE2, respectively. This distributed scheduling is useful in a distributed network, since it is not necessary to coordinate resource allocation between cooperating eNBs. This distributed scheduling could support CB/CS and non-coherent JP, but it might not support coherent JP. Non-coherent JP would be effective mainly when two eNBs (e.g., macro and femto eNBs) use different component carriers for interference coordination [7].
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Figure 2 : CoMP with distributed scheduling in a distributed network.
In non-coherent JP, the way to divide transmit data between cooperating eNBs is an important issue. Dividing data irrespective of each eNB’s scheduling results in minimizing X2 signalling. From this aspect, it is preferable to divide data at a layer higher than MAC, more precisely, based on PDCP SDU. In this case, the serving eNB (e.g., eNB1) forwards PDCP SDUs to the cooperating eNB (e.g., eNB2) along with PDCP sequence numbers as shown in Fig. 3. According to this information, eNB2 transmits PDCP SDUs corresponding to the sequence numbers to the UE after performing individual scheduling. The UE reorders the received data from the cooperating eNBs based on PDCP sequence numbers. This control scheme is a natural extension of the LTE handover mechanism since the forwarding and reordering processes are similar.
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Figure 3: Distributed scheduling with data division based on PDCP SDU.
3 Conclusion 
From the above discussion, it is necessary to support two types of scheduling, i.e., centralized and distributed scheduling, which is also suggested in [3]. In our view, 

· Centralized scheduling is suitable in a hierarchal network 
· Distributed scheduling is suitable in a distributed network. 
· It is preferable to divide transmit data between cooperating eNBs based on PDCP SDUs in a distributed network.
References
[1] RP-101425, “Revised SID proposal : Coordinated multi-point operation for LTE,” Samsung,
3GPP TSG RAN#50, Dec. 2010. 

[2] R1-110098, “High-level discussion on COMP schemes,” Samsung, 3GPP RAN1#63bis, Jan. 
2011.
[3] R1-110251, “Coordinated multi-point schemes with centralized and distributed scheduling,” 

     Intel Corporation, 3GPP RAN1#63bis, Jan. 2011.
[4] R1-110264, “Study on coordinated multi-point operation for LTE,” Texas Instruments, 3GPP 
RAN1#63bis, Jan. 2011.
[5] R1-110426,“Some considerations on CoMP deployment scenarios,” CMCC, 3GPP RAN1#63bis,
  Jan. 2011. 
[6] R1-110574,“Views for Rel-11 CoMP,” NTT DOCOMO, 3GPP RAN1#63bis, Jan. 2011.
[7] R1-110463,“Considerations on coordinated multi-point operation for LTE Rel. 11,” Mitsubishi Electric, 3GPP RAN1#63bis, Jan.2011.
[8] R1-110603,“CoMP simulation assumptions,” NTT DOCOMO, 3GPP RAN1#63bis, Jan.2011.















































































































































































































































































































































































































































































































































































































































































































� EMBED Visio.Drawing.6  ���


























� EMBED Visio.Drawing.6  ���





� EMBED Visio.Drawing.6  ���












- 1 -


[image: image4.wmf]eNB

1

eNB

2

UE

3

2

1

4

6

5

1

2

4

3

5

6

1

2

4

3

5

6

X2

Reordering

Extraction and 

transmission

CC2

CC1

Sequence 

number

eNB

1

eNB

2

UE

3

2

1

4

6

5

1

2

4

3

5

6

1

2

4

3

5

6

1

2

4

3

5

6

1

2

4

3

5

6

X2

Reordering

Extraction and 

transmission

CC2

CC1

Sequence 

number

[image: image5.wmf]eNB1

eNB2

UE1

UE2

-

CSI for UE1 

-

Scheduling 

information for UE2

PDCCH

PDCCH

-

CSI for UE2 

-

Scheduling 

information for UE1

X2

eNB1

eNB2

UE1

UE2

-

CSI for UE1 

-

Scheduling 

information for UE2

PDCCH

PDCCH

-

CSI for UE2 

-

Scheduling 

information for UE1

X2

[image: image6.wmf]Central

eNB

Cooperating 

eNBs

Joint scheduling 

information

Joint scheduling 

information

CSI

CSI

Central

eNB

Cooperating 

eNBs

Joint scheduling 

information

Joint scheduling 

information

CSI

CSI

_1358759185.vsd

_1358759491.vsd

_1358671158.vsd

