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1
Introduction

In the RAN1#63bis meeting, CoMP evaluation assumptions and scenarios were discussed [1].

The R11 CoMP SI will evaluate the performance of Joint Processing (JP) and Coordinated Beamforming / Coordinated Scheduling (CS/CB) based DL transmission strategies in deployment scenarios 1-4.

In this contribution, we present initial Phase 1 system-level simulation results for CS/CB in CoMP deployment scenarios 1 and 2 using the full buffer traffic model [2]. We compare CS/CB to Non-CoMP SU-/MU-MIMO as the baseline performance case in presence of unquantized spatial covariance feedback (SCF) [3].

For CoMP deployment scenario 1 (Homogeneous Macro with intra-site CoMP), we observe modest increases in normalized cell average user throughput of 5%, and improvements of up to 15% for the 5% normalized cell edge user throughput.

For CoMP deployment scenario 2 (Homogeneous Macro with high-power RRH’s) we observe slightly higher increases than for scenario 1 in terms of normalized cell average user throughput with gains of 8%, while the 5% normalized cell edge user throughput is increased by 16%.

2
Background
In CS/CB based CoMP, the data is transmitted only from the serving cell to the CoMP UE. With CS/CB, coordinated scheduling helps to control the interference generated in the CoMP transmission points in time and frequency domain; while coordinated beamforming further controls the interference in spatial domain. In essence, the system gain when employing CS/CB based CoMP in the network is expected from interference reduction.

Assuming a CoMP cooperating set consisting of M cells, the received signal at the UE can be described as,
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where 
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are the channel and precoding matrices, respectively. Then, using a receiver filter G (such as MMSE) the demodulated signal at the UE may be written as,
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where the term corresponding to the inter-cell interference is,
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One possible CS/CB strategy is to minimize/suppress the mutual interference by selecting appropriate precoding. In the case where scheduling decision across a coordination area is made by a centralized node, the appropriate precoder can be selected jointly.
One example method using ZFBF was provided in [4]. Yet another possible CS/CB strategy is to find the best trade-off between minimizing mutual interference among cells and maximizing signal power for a UE served by its serving cell. Another approach using the SLNR based algorithm was provided in [4].
Therefore, potential gains when employing CS/CB are obtained by reducing the generated interference in a way that the overall received SINR distribution is improved.

Using CS/CB based CoMP transmission schemes, there is only one CoMP transmission point for a UE under consideration, i.e., the R8/10 serving cell. User data does not need to be shared or distributed in the CoMP cooperating set. Instead, CSI feedback and scheduling decisions such as PDSCH assignments and/or precoding matrix indices are shared by the CoMP cooperating cells. CS/CB based CoMP schemes typically do not require highly accurate knowledge of CSI and precise information of phase and timing offsets for the CoMP cooperating set. Still, scheduling decisions in the CoMP cooperating set will need to be synchronized to some extent. CS/CB based CoMP schemes are expected to result in a comparatively low implementation complexity.

In order to achieve CS/CB CoMP gains, either centralized scheduling by a BBU, or distributed iterative scheduling is performed by the CoMP cells in the coordination area in order to determine the UEs to be scheduled, and which PMI’s and MCS to select for transmission. Since PDSCH is transmitted to the UE from the serving cell only, the demodulation of data at the UE can remain the same as in single-cell MIMO operation.
3
System-level evaluation

3.1
Evaluation assumptions and methodology

For the system-level evaluation of CoMP deployment scenarios 1 and 2 in this contribution, scheduling decisions for the CoMP coordination area use the computed signal-to-leakage-noise-ratio (SLNR) as described in [3].

UEs are configured to operate in R10 transmission mode 9. Hence, DM-RS based precoding is used for PDSCH transmissions from the serving cell.
The size of the CoMP coordination area is 3 cells (intra-site) for CoMP deployment scenario 1, and 9 cells for deployment scenario 2.

Further simulation assumptions are summarized in Table 1.
	Parameter
	Values used for evaluation

	Performance metrics
	Normalized cell average user throughput
Normalized cell edge user throughput
Jain Index

	CoMP deployment scenarios (R1-110603)
	Scenario 1: Homogeneous network with intra-site CoMP
- Size of coordination area: 3 cells

Scenario 2: Homogeneous network with high Tx power RRHs
- Size of coordination area: 9 cells

	Simulation case
	3GPP Case 1

	High power RRH Tx power (Ptotal)
	46 dBm

	Number of UEs per cell
	10

	System bandwidth
	10 MHz

	DL transmission schemes
	SU-MIMO

MU-MIMO

SU-MIMO with intra-eNB CS/CB
MU-MIMO with intra-eNB CS/CB

	Impairments modelling
	None

	Network synchronization
	Synchronized

	Number of antennas at transmission point
	Macro and high Tx power RRH: 4

	Number of antennas at UE
	2

	Antenna configuration
	BS: 4 Tx antennas , cross-polarized: XX

	
	UE: 2 Rx cross-polarized 0˚/90˚,

	Antenna pattern
	3D

	eNB Antenna tilt
	15 degrees for 3GPP case 1

	Feedback scheme (e.g. CQI/PMI/RI/SRS)
	Un-quantized subband spatial covariance matrix

Feedback periodicity: 10ms

Feedback delay: 6ms

	Scheduling
	Proportional fair in time, frequency and spatial domains

	Channel estimation
	Non-ideal based on CSI-RS and DM-RS 

	UE receiver
	MMSE

	DL overhead assumption
	3 OFDM symbols for DL CCHs, 4 REs/RB for CSI-RS, 12 REs/RB for DM-RS, 2 CRS ports

	Placing of UEs
	Uniform distribution for homogeneous networks

	Traffic model
	Full buffer model

	Backhaul assumptions
	Step 1: zero latency and infinite capacity (point-to-point fiber)

	Link adaptation
	Non-ideal Open-loop based link adaptation 

	Modelling of out-of-coordinated area interference
	Explicit


Table 1: Summary of system-level simulation assumptions
3.2
Evaluation results

Figure 1 shows the cdf of the normalized cell user throughput. We compare the performance for baseline 4x2 SU-/MU-MIMO operation against achievable gains with CS/CB in the coordination area.

Cell edge, cell average normalized user throughput and Jain-index results are summarized in Table 2.
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Figure 1: Throughput CDF for CS/CB in CoMP deployment scenarios 1 and 2
	4x2 SU/MU-MIMO
	Cell average normalized user throughput [b/s/Hz/cell]
	5% normalized cell edge
user throughput
[b/s/Hz/cell]
	Jain Index

	Single Cell
(no CS/CB)
	2.16 (100.0%)
	0.077 (100.0%)
	0.80

	With CS/CB
(Scenario 1)
	2.26 (104.8%)
	0.088 (114.7%)
	0.81

	With CS/CB
(Scenario 2)
	2.33 (107.8%)
	0.090 (116.4%)
	0.80


Table 2: Summary of full-buffer results for CS/CB performance for CoMP evaluation scenarios 1 and 2
4
Conclusion
In this contribution, we presented initial system-level simulation results for CS/CB in CoMP deployment scenarios 1 and 2 using full buffer traffic.

We observe modest increases in normalized cell average user throughput of 5%, and improvements of up to 15% for the 5% normalized cell edge user throughput for CoMP deployment scenario 1 (macro, intra-site).

For CoMP deployment scenario 2 (Homogeneous Macro with high-power RRH’s), we observe slightly higher increases than in deployment scenario 1 normalized cell average user throughput increased by 8% and the 5% normalized cell edge user throughput increased by 16%.
References

[1] R1-110603, CoMP simulation assumptions, Source: NTT DOCOMO.
[2] 3GPP TR36.814 v9.0.0, Further advancements for E-UTRA physical layer aspects (Release 9).
[3] R1-093963, SCF-based COMP: Iterative Scheduler Algorithm and Performance Gain over Single-Point SU/MU Beamforming; Motorola.
[4] R1-110252, Coordinated beamforming schemes for CoMP, Intel
Appendix
[image: image8.png]



Figure 2: CoMP deployment scenario 2
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