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1
Introduction
Coordinated Multi Point (CoMP) techniques have received significant attention in the scope of the LTE-A study item but no consensus was reached on supporting any CoMP scheme in the Rel-10 timeframe.  With CoMP studies resuming in RAN1 for Rel-11, this document presents high level views on this topic.  Our views are based on previous findings but we also propose to expand the study to new areas.  In particular, we believe that CoMP in heterogeneous systems, particularly macro/pico or macro/RRH deployments, has the potential for significant performance gains but has not yet received sufficient attention. Heterogeneous deployment scenarios should therefore form an integral component of the work in this study item.  

In companion contributions we present our views on simulation assumptions for CoMP evaluations [1] as well as assumptions to be made regarding backhaul imperfections [2]. 
2
High level views on DL CoMP

Homogeneous networks have been the main focus of previous CoMP evaluations, both in the context of inter- and intra-eNodeB coordination.  A large number of schemes have been proposed by companies and under idealistic assumptions significant gains have been demonstrated.  However, it was also well recognized that CoMP gains are very sensitive to practical limitations such as channel state information (CSI) measurement and feedback inaccuracies.  Further, they typically require high-capacity and low-latency backhauls.  With a realistic modeling of the above limitations, many companies observed that CoMP gains are significantly reduced or even vanish entirely.  A realistic modeling of shortcomings is therefore of key importance and in our view constitutes a core component of this study item. 

In contrast to homogeneous deployments, heterogeneous networks have received relatively little attention.  Due to the different deployment characteristics performance gains and tradeoffs may be quite different in such deployments and warrant detailed study.  For example, the potential of strong interference from a small set of cells is higher and therefore limited coordination among few cells has the potential for larger performance gain.  Further, CoMP schemes for heterogeneous deployments can build on the time domain partitioning framework that has been agreed in Rel-10. 

2.1
CoMP operation in homogeneous networks
In the context of homogeneous deployments, we have considered both coordinated beamforming (CBF) and joint processing (JP) techniques.  In general, JP has shown the potential for larger gains compared to CBF but these additional gains are offset by the need for larger complexity in the infrastructure, e.g., low latency backhauls. 

For CBF, we have investigated iterative coordination schemes that can achieve gains both by selecting precoders judiciously such as to reduce interference to victim UEs, as well as through scheduler coordination [3]. A detailed description of the considered scheme is provided in Appendix A.2.  The performance numbers in Table 1 show that modest gains in the order of 14% on average and 32% on the tail can be achieved compared to a single-cell SU/MU-MIMO baseline under idealistic CSI feedback assumptions.  The gains should be viewed as being close to an upper bound on what can be achieved within the CBF framework.  

Table 1: CoMP gains over single-cell SU/MU-MIMO operation under idealistic assumptions

	Transmission scheme
	Relative gain over single cell SU/MU-MIMO operation

	
	Cell-edge spectral efficiency
	Avg. cell spectral efficiency

	CBF CoMP
	32%
	14%

	JP CoMP
	96%
	26%


For JP, we have discussed a scheme that performs multi point equalization among cooperating cells [4].  The scheme is discussed in detail in Appendix A.3 and performance gains are in the order of 26% on average and about 100% on the tail (cf. Table 1) with quite optimistic assumptions on CSI feedback and backhaul latency.  The gains shown in Table 1 would be offset by the significant infrastructure complexity increase needed to achieve sufficient backhaul capacity/latency. 

Previous work on CoMP progressed jointly with studies on single-cell SU/MU-MIMO performance enhancements, e.g., in the context of the ITU self-evaluation.  It was observed that the feedback enhancements targeted for efficient CoMP operation lead to substantial improvements of single-point schemes as well.  Therefore, single-cell techniques should be viewed as the baseline benchmark for CoMP performance gains and CSI feedback assumptions should be aligned among single-cell and CoMP techniques. 

2.2
CoMP operation in heterogeneous networks

CoMP in heterogeneous systems has received relatively little attention in the past, even though performance gains and tradeoffs may be favorable. This results from the fact that typically a small set of cells acts as dominant interferers and limited coordination among this limited set of cells may therefore show significant gains. Within this realm, macro/pico or macro/RRH scenarios seem most attractive since a common backhaul for coordination among macro/pico/RRH nodes is available.  In the scope of this study item a common understanding should be reached on backhaul limitations in terms of latency and capacity in order to provide for a fair comparison between different techniques.  Also, it is important to note that CoMP in heterogeneous systems can build on the time domain partitioning framework agreed as part of Rel-10. 

Previously we have evaluated CBF techniques in the context of macro/femto deployments in which case, limitations arise due to the lack of an adequate backhaul [5].  In macro/pico or macro/RRH deployments over-the-air (OTA) signaling for scheduling coordination and beam selection can be avoided, although some OTA signaling for resource quality indication may be desirable.  A more detailed discussion is provided in Appendix A.4. 

3
High level views on UL CoMP

Uplink CoMP techniques have received little attention in the past, in part because their operation is largely implementation dependent and requires little standardization apart from enabling inter-cell channel estimation.  

A natural way to support inter-cell channel estimation is by coordinating SRS configurations of cooperating cells, e.g., by having a common set of cell-specific SRS resources across cells. By cell-specific, here we mean the resources that are rate matched around by PUSCH or PUCCH transmissions.  Not every SRS opportunity would be used within a given cell for SRS. With coordinated resource reuse, we can enable neighboring cells to receive SRS transmissions of a UE in a neighboring cell.  Of course, alternative techniques for inter-cell channel estimation could be envisioned, but this low complexity scheme may be considered as a potential baseline. 

4
Conclusions

In conclusion, our high level views on CoMP can be summarized as follows: 

· In homogeneous deployments, CoMP gains are limited and crucially depend on the feedback assumptions as well as capacity and latency of the backhaul.  Despite extensive studies, convincing gains that can justify the need for large increases in backhaul complexity and feedback overhead have yet to be demonstrated.  

· Heterogeneous deployments, especially macro/pico or macro/RRH scenarios have received relatively little attention but may be good candidates for significant CoMP gains due to the more pronounced interference from a small set of cells.  In our view, heterogeneous deployments should therefore form an important component of the CoMP study. 

· CoMP gains are primarily limited by CSI measurement and feedback accuracy as well as limitations that stem from capacity and latency of the backhaul.  It is crucial that competing techniques are compared against a common set of assumptions in order to arrive at meaningful comparisons.  Idealistic assumptions should be avoided as much as possible. 

· CoMP gains should be benchmarked against single-cell SU/MU-MIMO techniques that are based on equivalent or comparable CSI feedback measurement and feedback overhead assumptions.  It has been observed in the past that single-cell SU/MU-MIMO techniques can achieve competitive performance compared to CoMP schemes.  To justify the complexity resulting from inter-cell coordination, CoMP should therefore demonstrate meaningful gains over such optimized single-cell SU/MU-MIMO techniques.  In the context of heterogeneous networks, CoMP gains should be benchmarked against existing eICIC techniques that exploit time domain partitioning. 
A 
Appendix
A.1
Impact of feedback granularity on CoMP performance

Accurate CSI knowledge at the transmitter is an important prerequisite for many CoMP schemes but very difficult to achieve in practice.  CSI measurement error as well as limited CSI feedback granularity are the main causes for CSI error and can impact CoMP performance gains dramatically.  Clearly, the CSI error introduced from both factors needs to be traded off with increases in system overhead either from the viewpoint of additional reference signal overhead (to reduce CSI measurement error) or uplink feedback load in case of CSI feedback granularity.  In many CoMP schemes, the sensitivity with respect to CSI errors can be attributed to transmit interference nulling.  Similar sensitivity has also been observed in enhancements to single-cell MU-MIMO which have been studied in detail in Rel-10 [8].  

Table 2 shows the sensitivity with respect to CSI feedback granularity for the CBF CoMP scheme described in Appendix A.2 simulated in accordance with ITU evaluation assumptions [7].  This scheme is based on explicit feedback in which UEs feed back a quantized version of their dominant eigendirections.  Aside from the unquantized case which is considered as a reference, 20bit and 12bit quantization per stream are considered, respectively.  In order to reduce computation time associated with 20bit quantization, noise was added to the channel matrix to emulate the effect of quantization.  The 12bit quantization performance was obtained by using a codebook and no perturbation of the channel matrix was performed in this case (see [9] for details on the codebook construction).  It should be appreciated that both feedback methods go far beyond the feedback granularity that is available in Rel-10 today.  
The relative performance trends shown in Table 2 illustrate the sensitivity that CoMP schemes exhibit with respect to CSI feedback accuracy.  Given that the feedback granularities assumed in Table 2 already go far beyond what is available in Rel-10 today, it seems inevitable that some CoMP schemes will require feedback enhancements.  If improvements to the feedback granularity are indeed considered for CoMP, it is important to evaluate CoMP gains with respect to a single-cell SU/MU-MIMO baseline that uses the same CSI feedback functionality.  Otherwise, the comparison may be unfairly biased as improved CSI accuracy does lead to significant improvements for single-cell SU/MU-MIMO performance as well.  
Table 2: Sensitivity of CBF performance gain w.r.t. CSI feedback accuracy for ULA, 4λ [7]
	Feedback granularity
	Cell spectral efficiency [bps/Hz]
	5% UE spectral efficiency [bps/Hz]

	Unquantized
	2.741
	0.105

	20 bit
	2.708
	-1.2%
	0.103
	-2.3%

	12 bit
	2.551
	-7.0%
	0.097
	-8.1%


A.2
Coordinated beamforming in homogeneous deployments
In this section, we review the CBF scheme presented in [3] whose performance gains are shown in Tables 1-4 of this contribution.  The goal of this coordination technique is to maximize a local utility metric at every scheduling instance, capturing the impact of a cell’s scheduling decisions and beam selection on neighboring victim UEs.  The optimization takes instantaneous channel conditions as well as fairness into account. 

In short, the iterative coordination procedure can be summarized as follows.  Initially, every cell comes up with a tentative, non-cooperative scheduling decision that is based on instantaneous channel conditions and UE fairness considerations.  These tentative scheduling decisions are exchanged among cells and refined in an iterative fashion.  In order to achieve cooperation and fairness across cells, an aggregate utility metric is considered which not only takes into account a cell’s own utility but also factors in the impact that a cell’s scheduling decisions and beam selection have on adjacent victim UEs in neighboring cells.  Several rounds of iterations are carried out in order to refine the scheduling decisions and beam selection.  While convergence cannot be guaranteed due to the non-convexity of the problem, evaluations have shown benign convergence behavior with most of the gains achieved in few iterations. 
The scheduling procedure can be described mathematically in the following steps [3]: 
Step 1: Non-cooperative baseline scheduling and beam selection.  Every cell makes a tentative non-cooperative scheduling decision based on its current fairness metric as well as instantaneous channel conditions.  For the case of proportional fairness this leads to the following optimization problem: 
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 if scheduled.  The non-cooperative scheduling decision does not take into account the interference created to neighboring cells.  Conversely, the interference from neighboring cells is modeled on a long-term average basis and does not make any scheduling hypotheses for neighboring cells. 
Step 2: Iterative scheduling and beam refinement.  Cells revisit their scheduling decisions as well as transmit beam selection in multiple iterations and refine it in a cooperative fashion such as to optimize an aggregate neighborhood utility metric.  Specifically, each cell does not only consider the utility impact associated with a scheduling decision and beam selection on its own UE but also on victim UEs in other cells that are tentatively scheduled by neighboring cells and thus impacted by this decision. For every cell 
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to any such UE is within a certain range from the long-term channel strength of its serving cell. This range will be called cooperation threshold. With this notion in mind, every cell updates the UE choice and the underlying beam according to the following rule:  
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and their respective transmit and receive beams. As part of the optimization several beam selection methods can be considered, for example eigen-beamforming or signal-to-leakage ratio optimization.  The final scheduling decisions 
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 have been completed. 
Although the described algorithm suggests centralized scheduler operation, a distributed implementation of the same concept is possible wherein each cell updates its scheduling decision and beam selection upon reception of the latest information from its neighbors and subsequently sends updated information to the neighbors including a tentative scheduling decision with underlying parameters such as beams and transmit power PSD levels, channel state corresponding to the UEs that are associated with this cell and appear to be victims to the target cells as well as channels to the victim UEs sent to their respective serving cells.  

The performance of the CBF scheme is shown under idealistic assumptions in Table 3 which lists the average cell spectral efficiency as well as the relative performance gains for average and 5% tail performance.  We observe a consistent gain of 13-14% in average throughput and 30-40% gain in 5% tail throughput with respect to the baseline schemes without cooperation.  It should be emphasized however that the gains reported in Table 3 are optimistic and should be viewed as an upper bound on the performance that may be achievable. In fact, many idealistic assumptions have been made with the objective of upper bounding the potential CoMP gains, e.g., perfect channel knowledge, infinite and zero latency backhaul have been assumed in this performance evaluation.  Detailed simulation assumptions are provided in Table 1 in [3]. 
Table 4 shows the performance of this CBF CoMP scheme with a slight modification and under more realistic assumptions.  Specifically, the evaluation was carried out in accordance with the ITU evaluation assumptions and a ULA 4λ antenna configuration was assumed [7].  The considered scheme was slightly simplified in that the beam selection only considered intra-eNB SLR optimization criteria.  Nevertheless, scheduling was still carried out based on inter-eNB optimization metrics.  From Table 4 we observe that with a more realistic modeling of shortcomings the gains are reduced quite significantly.  While a portion of the performance difference may be due to the simplified beam selection process, the results illustrates that careful consideration of practical limitations is essential in preserving CoMP gains. Further, in Table 4, we also show results for single-cell SU/MU-MIMO with and without a post-scheduling precoded reference signal (referred to as RQI-RS, cf. Appendix A.4 for details) that enhances rate prediction and link adaptation.  The results show that significant gains can be achieved with such techniques as well. 
Table 3: CBF performance gains under idealistic assumptions [3]
	Method
	Cell spectral efficiency [bps/Hz]
	Gain in 5% tail spectral efficiency
	Gain in average spectral efficiency

	SU-MIMO (rank1) w/o CoMP
	4.47
	37.3%
	13.7%

	SU-MIMO (rank1) w/ CoMP
	5.09
	
	

	SU-MIMO (rank1&2) w/o CoMP
	5.48
	41.5%
	13.5%

	SU-MIMO (rank1&2) w/ CoMP
	6.22
	
	

	SU/MU-MIMO w/o CoMP
	6.07
	31.5%
	14.1%

	SU/MU-MIMO w CoMP
	6.92
	
	


Table 4: CBF performance gains under ITU evaluation methodology [7]
	Method
	5% UE spectral efficiency [bps/Hz]
	Average cell spectral efficiency [bps/Hz]

	Single-cell SU/MU-MIMO
	0.089
	2.525

	Single-cell SU/MU-MIMO w/ RQI-RS
	0.093
	+3.6%
	2.653
	+5.1%

	CBF-CoMP
	0.103
	+15.2%
	2.708
	+7.2%


A.3
Joint transmission through multi point equalization

Coherent joint transmission represents a CoMP scheme in which multiple cells act as a single cell and together serve multiple UEs at the same time.  Among the considered CoMP schemes, coherent JT is arguably most demanding in terms of infrastructure and overhead requirements but at the same time promises maximum potential gain to low mobility UEs.  
The JT scheme described here was presented in [4] and focuses on signal-to-leakage ratio beamforming which strikes a balance between energy combining and transmit interference nulling across the range of channel conditions.  Importantly, SLR yields a closed form solution to the following optimization problem under the total per-stream power constraint 
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where 
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 denotes the channel matrix between transmit antennas of all the cells involved in JT (columns of 
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) and receiver combiner outputs of different UEs (rows of 
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) while the columns of 
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 represents transmit beams that carry data to the UEs involved in JT.  Index 
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 refers to the UE of interest and colon notation is used to refer to the full range of indices so that 
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.  When SU-MIMO is used, columns of 
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 represent beams (rows of 
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 represent receiver combiner outputs) associated with different UE/stream combinations. The sum in the denominator includes interference caused by the 
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-th stream to all the other UEs/streams involved in JT which is normalized by the residual interference 
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 contributed by the cells not involved in JT as well as thermal noise. 

While ideally it would be desirable that all cells in the deployment are involved in the multipoint equalization (MPE) procedure, this is clearly unrealistic.  In practice, UEs are only able to measure and report the CSI corresponding to a limited number of cells since the set of detectable cells generally depends on the uncoordinated long term C/I of each cell.  Further, only a limited number of cells may be reported in practice due to uplink overhead considerations.  Further, in a practical system only a limited number of cells can be engaged in the multi point equalization procedure for a given UE due to restrictions on the backhaul load, the number of active connections between cells, as well as computational requirements.  In practice, it is therefore desirable to define the concept of a backhaul reporting set (BRS) which defines the set of cells that a given cell has active connections with.  
The scheduling and transmission timeline proceeds along the following steps which are carried out separately at each cell and time/frequency resource [4]. 
Step 1: Scheduling step.  Cells select which UEs to schedule on each resource unit based on CSI reported by the associated UEs.  CSI is delivered to all the cells which have the considered cell in their respective backhaul reporting set.  This scheduling step is performed in a distributed fashion at each cell without using iterative procedures that would require inter-cell messages exchanges. 

Step 2: MPE computation. Cells compute a multi-cell MPE beam for each scheduled associated UE taking into account CSI of the UEs reported by its BRS members.  Such MPE assumes transmission by a suitable selected subset of BRS members, denoted as the transmission set (TS) and takes into account interference caused to the victim UEs scheduled by BRS members of the cell.  The SLR method in Eq. (1) is used although alternative criteria could be considered, too.  Relevant beam weights for each scheduled UE are sent to all cells in the TS of that UE. 
Step 3: Transmission step. Cells receive transmission requests from neighbor cells including MPE beam weights.  If the number of requests is too large, cells may decide to ignore some requests and prune the actual number of transmitted packets.  For example, it is possible to define a maximum packet multiplexing order which denotes the maximum number of packets each node can handle for a given scheduling instance.  Upon packet pruning, cells will transmit a superposition of all data packets cleared for transmission with the respective MPE beams.  At this step, power capping is enforced to meet per-cell or per-antenna constraints on the maximum transmit power. 
The CSI feedback in support of MPE processing follows the hierarchical, explicit feedback paradigm and employs eigen-feedback to avoid feeding back the entire channel.  Eigen-directions are computed under the assumption that the receive processing is aligned with the channel from the strongest cell.  This feedback compression technique has been demonstrated to be practically lossless, at least for CBF based schemes [6].  
Table 5: Coherent JT gains with MPE beam selection under optimistic feedback/backhaul assumptions [4]
	UEs/cell
	Transmission Method
	10% UE spectral efficiency [bps/Hz]
	Average cell spectral efficiency [bps/Hz]

	2
	w/o CoMP
	0.715
	3.67

	
	w/ CoMP
	1.445
	+102%
	4.62
	+26%

	5
	w/o CoMP
	0.330
	4.10

	
	w/ CoMP
	0.648
	+96%
	5.19
	+26%


A.4 
Coordinated beamforming in heterogeneous deployments
In certain heterogeneous deployments, especially in HeNB scenarios, a backhaul may not be available or it may not be reliable enough to support CoMP operation.  For such scenarios we previously proposed an OTA signaling procedure that conveyed coordination messages in place of the backhaul.  A detailed signaling design and some evaluation results for a typical HeNB scenario are provided in [5]. 
In the scope of this study item, we believe that more emphasis could be put on evaluating CoMP gains in macro/pico or macro/RRH deployments, as such scenarios have previously not received adequate attention.  In this case, a satisfactory backhaul is available for coordination of scheduling decisions and beam selection across cells.  The spatial feedback signaling proposed in [5] therefore need not be transmitted OTA.  Nevertheless the utility-based coordination scheme presented in [5] is still applicable since the spatial feedback signaling can instead take place over the backhaul.  Other inter-cell coordination techniques such as the one presented in Appendix A.2 of this contribution are also applicable.  

While the inter-cell coordination of scheduling decisions and beam selection can take advantage of the backhaul, some OTA signaling may be desirable to facilitate rate prediction and link adaptation at the eNodeB.  Specifically, signaling of resource quality indication (RQI) by UEs can be considered.  This RQI would be based on an advance beam selection chosen by eNodeBs and therefore provide an accurate assessment of the resulting C/I at UEs.  
To enable feedback of RQI, each cell transmits a reference signal which reflects transmit PSD level and beam direction to be used on a corresponding set of resources on which a DL transmission with these PSD and beam direction will take place in the target subframe. We refer to this reference signal as an RQI reference signal (RQI-RS) as it is used to measure channel quality observed by a UE on a specific set of resources. Such an RQI-RS could consist of a small set of REs associated with a resource unit in every subframe and is used to measure signal and interference (plus noise) energy (covariance matrix across multiple receive antennas) corresponding to this resource unit.  A suitable choice of resource unit depends on the desired granularity of interference coordination, e.g., 1.08MHz or 5MHz. Note that all cells broadcast RQI-RS for all resource units on the same set of resource specific REs and use different cell specific scrambling. This way, a UE can measure the signal component by using its serving cell scrambling code and it treats the remaining energy as interference plus noise.  It should be appreciated that such a design allows for a fairly accurate measurement of resource specific channel conditions with a small overhead (on the order of 1%) depending on the desired resource granularity.

Concurrently with transmitting RQI-RS, each cell can send a request to send RQI (RQI-REQ) to a pre-selected set of UEs. The RQI-REQ message identifies UE(s) that are expected to report RQI corresponding to a resource unit indicated in RQI-REQ. Each UE that receives RQI-REQ for a set of resources reports (short-term) channel quality corresponding to this set of resources based on the corresponding RQI-RS. A cell may request multiple UEs to report RQI corresponding to the same resources so it can make opportunistic scheduling decision based on multiple reports. 
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