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1 Introduction

The new CoMP SI starts in this meeting. At the beginning stage of this SI, one important aspect (possibly the first priority) is to have an agreement on simulation assumptions. In this document we discuss the targeted scenarios of CoMP and the consequent simulation assumptions.
We discussed CoMP targeted scenarios, mainly including three aspects: backhaul/scheduler assumptions, network topology (homogeneous and heterogeneous deployment), and traffic model. We discuss the relation of the simulation assumption in [1] as it should be the baseline.
2 Assumptions on Backhaul and Scheduler
As discussed in [2], cooperation may happen between multiple types of transmission points, such as cooperation between remote radio head (RRH-RRH cooperation), macro-pico/femto cooperation, macro-macro cooperation etc. Among those types of cooperation, intra-site CoMP like RRH-RRH cooperation or inter-site CoMP makes big difference of the behaviour. 

In intra-site CoMP, the backhaul (in this document backhaul particularly refers to the communication between transmission points) delay is negligible and the backhaul capacity can be very large. In contrast, inter-site CoMP has the practical problem of limited backhaul capacity and more importantly, the problem of 20ms order of backhaul delay because X2 is adopted as the backhaul interface.

In addition to the above backhaul problem, intra-site CoMP may adopt centralized scheduling but inter-site CoMP in general needs distributed scheduling. Distributed scheduling requires the negotiation between eNBs which may not end up with a globally optimal solution in a practical time frame (e.g., 20ms). On the other hand centralized scheduling does not have this problem.
In our view, it is important to evaluate intra-site CoMP gain in order to understand upper bound of inter-site CoMP performance. Moreover intra-site CoMP is also considered as an important deployment in practical environment [3]. Therefore we propose:
· Assume high capacity and low latency communication between transmission points
· Assume centralized scheduling
3 Network Topology
In previous section, we discuss the prioritization of intra-site CoMP mainly targets RRH-RRH cooperation. However, even with RRH-RRH cooperation, there could be vastly different network topologies. In this section, we discuss homogeneous and heterogeneous deployment, respectively. 
3.1 Homogeneous Deployment

In [1], the scenario including RRH is only for Heterogeneous deployments. We think it is also important to evaluate homogeneous deployment. The homogeneous RRH deployment is illustrated in left side of Fig. 1. The evaluation scenario is multiple RRH associated with a single base band processing unit (BPU). The configuration of RRH could reuse parameters for macro eNBs, such as 46 dBm/10MHz eNB Tx power, and sectorized antenna pattern for 3 sector/site, etc.
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Fig.1 Homogeneous RRH deployment
In this evaluation, we think uniform UE dropping can be sufficient for the evaluation. Therefore we propose:

· To evaluate uniform UE dropping for homogeneous RRH
The performance can be quite different with and without the support of spec change for example feedback size and method from UE. We should identify what are required modifications through the evaluations. 
3.2 Heterogeneous Deployment
The heterogeneous deployment scenario is already in [1]. 
For heterogeneous RRH, LPN transparent to UE like distributed antenna without UE identification is also possible as network implementation method. Therefore we propose:
· to compare heterogeneous RRH with current Rel-8/10 spec like transparent LPN operation
4 Other Aspects

LPN antenna configuration

The antenna at LPN can be single omni-directional antenna. However we note that more advanced antenna configuration may improve performance. For example, two vertically spaced antennas with half wavelength spacing can enable electronic down tilting, which may help to reduce interference to HPN. Similar concepts on LPN antenna configuration are mentioned in [4]. It shall depend on operators’ view to identify if those configurations are/will be practical in the foreseeable future.
Traffic Model
For the traffic model aspect, full buffer traffic should be evaluated as the baseline. Moreover, since in real scenarios the packet traffic is very bursty, evaluation of bursty non-full buffer traffic (e.g. FTP) is also important especially in case of interference dominated scenarios.
5 Conclusions

We discussed CoMP Targeted scenarios and Simulation Assumptions. We propose following:
· To evaluate uniform UE dropping for homogeneous RRH
· to compare heterogeneous RRH with current Rel-8/10 spec like transparent LPN operation
· to discuss the usefulness of other than omni-directional antenna for LPN
· both full buffer traffic and bursty non-full buffer traffic should be evaluated
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