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1.Introduction 
The following agreements are made about PDCCH search space design at 3GPP RAN1#61 meeting in Montreal, Canada:
· For a given UE, search spaces located on a PDCCH CC are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC;

· A UE’s search spaces on a PDCCH CC are shared in case of same DCI size;
· Discuss further the details of search space design including the placement of CC-specific search spaces in a CC on which the UE monitors the PDCCH.

This contribution is intended to evaluate the PDCCH search space design for Rel-10 according to the proposed methodology in [2].
2. PDCCH Search Space Design
2.1 Different PDCCH Search Space Design for Rel-10
PDCCH search space [1] for Rel-8/9 is specified as follows: the set of PDCCH candidates to monitor are defined in terms of search spaces, where a search space 

[image: image1.wmf])

(

L

k

S

 at aggregation level  is defined by a set of PDCCH candidates. The CCEs corresponding to PDCCH candidate m of the search space 
[image: image3.wmf])

(

L

k

S

are given by


[image: image4.wmf](

)

{

}

CCE,

mod/

kk

LYmNLi

êú

×++

ëû

   


(1)
Where
[image: image5.wmf]k

Y

 is defined below, 
[image: image6.wmf]0,,1

iL

=-

L

and
[image: image7.wmf]()

0,,1

L

mM

=-

L

.
[image: image8.wmf])

(

L

M

is the number of PDCCH candidates to monitor in the given search space.

For the UE-specific search space 
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 is the slot number within a radio frame.

Many contributions [2, 3, 4, 5, 6, 7, 8] have already proposed the PDCCH search space design with any CC aggregation by including the CC modifying the above Rel-8/9 search space design, which can be divided into two categories: the single hashing function for all the aggregated CCs and the multiple hashing functions for the different CCs, which can be tabulated as follows:
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	Notes

	Single Hashing Function with the Consecutive Assignment for the aggregated CCs [2]
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	The starting position 
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of SSn (n = 0,…, N-1) is shifted from that of SS0 [2].

	Multiple Hashing Functions for the aggregated CCs
	Option 1
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	The different
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value is used to generate the starting point of SSn (n = 0, ..., N-1), where T represents the shift value for random function
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to generate individual SSs for different CCn [2].

	
	Option 2
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	Option 3
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	Option 4
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It is noted that all the above-mentioned PDCCH search design for Rel-10 can be compatible with Rel-8/9 in case that n=0 represents only one CC.
2.2 Evaluation on PDCCH Search Space Design

The self-overlapping and mutual-overlapping ratios in [2] can be used to evaluate the performances of the above-mentioned PDCCH search space design. 
The self-overlapping ratio Rself(L) [2] can be computed as the overlapping ratio of the SSs for different CCs within one UE at aggregation level L according to the following formula:
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 are the number of overlapped CCEs for C-RNTI of 
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 in the kth sub-frame and the maximum number of C-RNTI, i.e., 65536, respectively. 
The self-overlapping ratio of the single hashing function and the multiple hashing functions in the above table are simulated in Figure 1. The single hashing function with the consecutive assignment for the aggregated CCs has some advantages in the self-overlapping ratio over the multiple hashing functions, which results from the fact that each aggregated CC has the relatively separate PDCCH search spaces especially in case of the higher number of CCEs overhead. Furthermore, the different options for the multiple hashing functions shall show the different performances in the self-overlapping ratios due to the fact that the relatively separate PDCCH search spaces cannot be guaranteed in any number of CCs overhead. But the random start points of the PDCCH search spaces for each aggregated CC, for example, Option 1 of multiple hashing functions for the aggregated CCs, can generate the good performances in the average self-overlapping ratio over the other options of multiple hashing functions. Based on the above analysis, the following observations can be made from the perspective of the single hashing function and the multiple hashing functions from the perspective of the performance of the self-overlapping ratios:
· The single hashing function with the consecutive assignment can show the better performance in the self-overlapping ratio, which can be one option to the PDCCH search spaces for the aggregated CCs;
· Option 1 of the multiple hashing functions can demonstrate the good performance over the other options of the multiple hashing functions in the self-overlapping ratio because the starting points of the PDCCH search spaces for each aggregated CC in Option 1 has the better randomization than the other options, which can also be another option to the PDCCH search space design for the aggregated CCs when the multiple hashing functions are adopted.
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Figure 1: Self-overlapping Ratio of the Single Hashing Function and the Multiple Hashing Functions
The mutual-overlapping ratio Rmutual (L) [2] can be used to calculate the overlapping ratio of the SSs between different UEs at aggregation level L according to the following formula:
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 is the number of the mutual overlapped CCEs contains three parts. One is the number of the self overlapped CCEs for C-RNTI of
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, the other is the number of the self overlapped CCEs for C-RNTI of 
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 between different CCs in the kth sub-frame, and another is the number of the mutual overlapped CCEs between C-RNTI of 
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 in the kth sub-frame, which is a little different from [2].
The mutual-overlapping ratio of both the single hashing function and the multiple hashing functions in the above table are simulated in Figure 2. Such the calculation of mutual-overlapping ratio not only takes the overlapped CCEs between different UEs into account, but also considers the overlapped CCEs between different CCs within each UE. These results show that the single hashing function with the consecutive assignment for the aggregated CCs is almost the same performance in the mutual-overlapping ratios as the multiple hashing functions, which also confirms to the conclusion in [2].
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Figure 2: Mutual-overlapping Ratio of the Single Hashing Function and the Multiple Hashing Functions
3. Conclusions
Below are some proposals about the PDCCH search space designs in the contribution:
· The single hashing function with the consecutive assignment can show the better performance in the self-overlapping ratio than the multiple hashing functions, which can be one option to the PDCCH search spaces for the aggregated CCs;

· Option 1 of the multiple hashing functions can demonstrate the good performance in the self-overlapping ratio over the other options of the multiple hashing functions, which can also be another option to the PDCCH search spaces for the aggregated CCs when the multiple hashing functions are adopted.
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