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1
Introduction

In RAN1#61, it was agreed that:

· Select one from the following two options at RAN1#61bis 
· 2 clusters (with UL DCI format aligned with DCI format 0)

· Number of clusters not limited by the signalling (with UL DCI format aligned with configured DL DCI formats)

· Size of each cluster is one of the following: 

· N x 1RB, N x 2RBs, N x 3RBs, N x 4RBs or N x 5RBs (N is an integer) 

· Above number of values may be further reduced

· All clusters within one PUSCH transmission have the same resource granularity

This contribution deals with PUSCH resource allocation (RA) signalling for, clustered resource allocation within the UL component carrier (CC). Three main issues covered in this paper are:
· Capacity/coverage gain as a function of minimum cluster size and the number of clusters
· Initial view on RA signalling

· Impact of increased back-off

2 System performance, impact of cluster size

Figure 1 shows the capacity/coverage gain of clustered RB-allocation compared with localized resource block allocation (Rel-8) under the power back-off 4 dB. The simulation assumptions have been listed in the Appendix. In order to compare the performance impact from resource allocation granularity, the simulation considers the size of each cluster is N*1, N*2 or N*4. N is an integer number for each cluster.. It should be noted that in this simulation all the main factors contributing in the performance of clustered RB allocation have been modelled in a realistic way. This includes realistic channel estimation, realistic SRS (SRS error and delay) and realistic CM modelling by means of reduction of maximum Tx power and additional back-off values selected according to LS coming from RAN4 .

It can be noted in Figure 1 that majority of gain of clustered RB allocation is achieved already with two clusters if we set the resource allocation granularity properly. From coverage point of view, unlimited number of clusters barely brings any significant gain over two clusters scenario, and from capacity perspective, two clusters case already obtains almost the maximum gain achievable and only 2%  additional gain has been brought by unlimited cluster scenario. Note that unlimited cluster performance may have further degradation power back-off value might be larger. 
Observation:   Dual-clusters is of the similar performance as that of unlimited cluster
Generally speaking, higher resource allocation granularity means higher scheduling flexibility and better performance. However, it is not true in the context of clustered RB allocation as simulation results show that cluster size is N*1PRB does not bring any gain compared to clusters size 2PRB allocation in most of cases. The reasons are: 
1. There is no per PRB granularity Channel State Information available at eNB. 
2. Channel estimation inaccuracy limits the frequency selective gain too much. 
3. If 1 PRB cluster is allowed, the whole bandwidth may be easily cut into pieces when scheduling allocating the first few users which makes the rest of UEs suffers a lot. 
Therefore at least cluster size of 1PRB should be prohibited in clustered resource allocation. At the same time, we note that (minimum) cluster size of two PRBs provides clear gain compared to that of 4-PRB cases. 
Proposal:  Cluster size should be N*2PRB. N is an integer number for each cluster. 
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Figure 1. Coverage/capacity gain of clustered PUSCH allocation over Release 8 when power back-off is 4dB
3 Resource allocation

According to the agreement from RAN1#61,the number of clusters should be selected from the following options:

–
2 clusters (with UL DCI format aligned with DCI format 0)

–
Number of clusters not limited by the signalling (with UL DCI format aligned with configured DL DCI formats)
Given that both options are of similar performance, the selection of 2 or unlimited clusters should be based on signalling design complexity. By imposing some constraints on the cluster properties, e.g. cluster number is 2 and minimal frequency RA unit>1PRB, etc, there are RA schemes available for limited number of clusters where the RA size equals to that of localized allocation, [6]. Thus DCI for clustered allocation can be aligned with DCI format 0. Which is of smaller overhead and better simplicity since DCI-0/1A does have 1 bit to explicitly separate the DL/UL while other DCI-format doesn’t have.  
Proposal:  The maximum number of clusters is 2.
Proposal:  UL DCI format should be aligned with DCI format 0.
4 System performance, bandwith impact to back-off 

This section shows the performance of clustered DFT-S-OFDM for taking account that needed back-off on the different band. Figure 2 shows the required UE back-off due to out-band emission as function of separation between two clusters for different band.  Note that ACLR requirement is not included and needed back-off could be higher, The number of clusters is limited to 2 and clusters are equally sized to 2 PRBs.  One of the clusters is kept on the left whilst the other cluster is swept in steps of 5 RBs to the right of the possible allocation.
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Figure 2 the required UE back-off due to out-band emission as function separation between clusters for different spectrum mask

As shown in Figure 2, the back-off of clustered allocation varied between 1 to 10 dB depending on spectrum mask and clusters separation.  However, as described in [5], it’s impossible to specify the relationship between MPR and cluster locations without significant RAN4 effort. Considering the work load of RAN4, very limited MPR value can be specified and that has to be the worst case of a given assumption. 
Three different strategies for setting MPR value are considered in the simulation.
(a) One common ´MPR value for all bands.  

· 10 dB power back-off needed because MPR must sized according to worst band and worst resource block  allocation 
 (b) Separate MPR for different bands (spectrum mask). 

· 6 dB back-off needed for general mask because MPR must sized according to worst resource block allocation within certain band

(c)  One common MPR value for all bands. and restricted resource allocation
· Resource allocation scheme is restricted in such the maximum separation between clusters is limited to half of system bandwidth.  

· 1 dB back-off needed for general mask because MPR can sized based on the restricted allocations. Note that back-off is based on outband emission requirement only.  For taking account other requirement, MPR could be higher.
Figure 3 shows the capacity/coverage gain of clustered RB-allocation with different MPR setting strategies over localized resource block allocation (Rel-8).  The simulation is done in 3GGP CASE 1 –environment. The minimum cluster size equals to 2 PRBs and maximum number of clusters is limited to 2. The back-off respecting general spectrum mask is assumed.  Other simulation assumptions have been listed in the Appendix.  
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Figure 3. The gain of clustered PUSCH allocation over Release 8 for different MPR setting strategy

As can be seen, although cluster distance restriction may degrade the frequency selective gain, but with significant lower MPR, we still observed the most significant gain number among all MPR strategies.  Of course, coverage gain is more sensitive to higher additional back-off power since cell-edge UE is mostly power limited 
Proposal: Resource allocation needs to restrict in such the maximum separation between clusters is half of system bandwidth.  

5
Summary 

In this proposal we have presented system level performance of clustered RB mapping. Based on these results we propose the following:

Proposal:  Cluster size should be N*2PRB. N is an integer number for each cluster. 
Proposal:  The maximum number of clusters is 2.
Proposal:  UL DCI format should be aligned with DCI format 0.
Proposal: Resource allocation needs to restrict in such the maximum separation between clusters is half of system bandwidth.  
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Appendix
Table 1 shows the parameters used in the system level simulations. All the factors having a contribution in the performance of clustered RB allocation have been modelled in a realistic way. These include realistic channel estimation, realistic SRS modelling and realistic CM modelling by means of reduction of maximum Tx power.
Table 1 System Simulation parameters

	Description
	Settings

	Layout
	19 sites - 3 sector/site – wrap-around

	Propagation scenario
	3GPP Macro Case 1

	System Bandwidth 
	10 MHz

	Radio Chanel
	SCM 3 km/h

	Antenna setting
	1x2

	User transmission bandwidth
	Adaptive transmission bandwidth

	SRS bandwidth
	6 PRB

	Power Control
	FPC formula ((=0.8, P0=-84)

	HARQ
	Synchronous and non-adaptive

	Traffic model
	full buffer

	Scheduling method
	Proportional fair

	Sounding signal periodicity 
	10 ms

	Sounding model
	Realistic

	Channel estimation model
	Realistic

	CM model
	Realistic

	Number of UEs per sector
	10


Figure 6 shows the sounding mode used in the system level simulations. It presents the standard deviation of the SINR estimate as a function of SINR. Bandwidth of interest corresponds to minimum cluster size which equals to 6 PRBs.
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Figure 4. Standard deviation of the SINR estimate as function of SINR. 

