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1 Introduction
In RAN1 #60bis meeting, the idea of having different PDCCH search spaces in case of cross-carrier scheduling was discussed and agreed by a number of companies. The group is considering that total search space size is extended beyond Rel-8 size. Some agreements based on this extended search spaces were made in last RAN1 meeting as following:

· For a given UE, search spaces located on a PDCCH CC are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC
· A UE’s search spaces on a PDCCH CC are shared in case of same DCI size
Meanwhile, the details of search space design needs to be discussed. In [1-5], some analysis and possible definitions based on the design of extended search spaces were presented. In this contribution, we will discuss those designs of extended search spaces and provide our proposals. 
2 Design of PDCCH Search Spaces

2.1  The PDCCH search spaces design in Rel-8
In Rel-8 [6], a search space
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is defined by a set of PDCCH candidates. The CCEs corresponding to PDCCH candidate m of the search space
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 is the number of PDCCH candidates to monitor in the given search space. For the UE-specific search space
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is the slot number within a radio frame.
2.2  Extented search spaces

In the last RAN1 meeting, there were several proposals to extend search spaces for each scheduled component carrier. They can be categorized as below:

· Using different hashing function for each component carrier to define CCE starting point

Scheme 1: Randomization:
As described in [1-3], a function
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. This randomizes UE-specific search space of each CC due to the different hashing functions. An example of this scheme with aggregation level 1 is shown in figure 1. This randomization of the search space may cause the overlap between different CCs. 
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Figure 1: Search space for aggregation level 1 in case of randomization scheme
· Using same hashing function for each component carrier to define CCE starting point

Scheme 2: Consecutive

As described in [1-3], the search space of one particular CC is consecutively located behind the previous CC. This may reduce the probability of overlapping between different CCs. An example of this scheme with aggregation level 1 is shown in figure 2.
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Figure 2: Search space for aggregation level 1 in case of consecutive scheme

Scheme 3: Interleaved

As described in [2-3], each PDCCH candidate of different component carrier will be interleaved at every aggregation level. This may provide a distributed search space for each CC, and also reduce the probability of overlapping between search spaces of different CCs. An example of this scheme with aggregation level 1 is shown in figure 3.
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Figure 3: Search space for aggregation level 1 in case of interleaved scheme

Scheme 4: Distributed 

This scheme provides a more distributed way to locate the search spaces of each component carrier. As shown in figure 4, the whole search space of each CC is divided into two parts. The first and second half search space of each CC are both interleaved at each aggregation level as same as in scheme 3, but they are separated by an offset value which is measured by a certain number of CCE. This offset can be configured by RRC signaling or determined by a variable that may be determined by the number of CCEs, the value of aggregation level, the number of PDCCH candidates and the number of component carriers. Details of this offset are FFS. Scheme 4 has similar effort as scheme 3 for the control of the probability of overlapping between different CCs.  
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Figure 4: Search space for aggregation level 1 in case of distributed scheme

2.3  Analysis of each search space desing scheme

1. Blocking probability and CCE utilization 
Compared to scheme 1 and scheme 2, scheme 3 and scheme 4 distribute PDCCH candidates of each CC. For schemes 1 and 2, the configured CCEs for all the component carriers are always discontinuous. On the contrary, component carriers scheduled for each UE may be configured continuous CCEs in the search spaces in schemes 3 and 4, and this will reduce the fragmentation of the CCE resource space. This is the reason for having lower the blocking probability and higher CCE utilization in schemes 3 and 4. 
On the other hand, scheme 4 has better distributed property than scheme 3. In scheme 4, the overlapping search spaces between different UEs/CCs could be only one part of a CC’s search space. Therefore, the other part of search space can be used to schedule the PDCCH and reduce the blocking probability. In addition, the number of CCE configured for a UE over multiple CCs may be large and these CCEs may locate consecutively when aggregation level is equal to 4 or 8. Then, distributed search space in scheme 4 can be used to separate the large CCE resource space and reduce the blocking probability. The offset between the first and second half search space of each CC are the same, and it should be chosen for good distribution between two parts of search spaces. Some simulation results given in Appendix B show that scheme 4 has lower block probability and better CCE utilization compared to scheme 1-3. In the case of small CCE number or large CC number scheduled for each UE, the difference of performances (including blocking probability and CCE utilization) between scheme 3 and scheme 4 is negligible as shown in figure 8-11. However, the benefit from scheme 4 is obvious in the simulation results in the case of 2 CCs for each UE and 80 CCEs as shown in figure 5-7.  
2. Complexity

Because the scheme 1 has to define several different hashing functions for different component carriers, while schemes 2-4 only reuse the hashing function in R8, scheme 1 has higher complexity than schemes 2-4 in both standardization and implementation. 
3. Reliability

For scheme 1-4, UE-specific search spaces can be determined by different carrier index (e.g CIF value) for each component carrier. The UE-specific search spaces for multiple CCs are independent from each other in scheme 1-4. Therefore, each scheme has the same reliability regarding to the consistent understanding on search space configuration between eNB and UE. 
3 Conclusion

In this contribution, we discussed some schemes for UE-specific search spaces on each component carriers when the cross-carrier scheduling is operating. From the viewpoint of blocking probability and CCE utilization, the Distributed scheme has the best performance in our simulations..
Proposal: The Distributed scheme for UE-specific search spaces should be considered in case of cross-carrier scheduling. The same hashing function as in R8 to define the starting CCE index for each component carrier should be supported.
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Appendix A: Simulation Assumption
Table 1: Parameters for simulation

	Parameter
	Value

	Number of PDCCH in each subframe
	3

	Carrier bandwidth
	20/5 MHz

	Number of CRS antenna ports
	2

	Ng
	2

	Number of CCEs in each subframe
	80/20

	Number of CCs for each UE
	2/5

	Number of TTI
	10000


Table 2: Probability of each aggregation level
	Aggregation level 1
	50%

	Aggregation level 2
	40%

	Aggregation level 4
	7%

	Aggregation level 8
	3%


In this simulation, first blocking probability, second blocking probability and CCE resource utilization are simulated for each scheme. 40 UEs with different priority are scheduled in each subframe. Each UE is scheduled with 2 or 5 component carriers and the PDCCHs are scheduled on one component carrier. There is no advanced scheduling procedure in this simulation. Once a UE’s scheduling is blocked, the counter of first blocking increments. Similarly, the second blocking probability will be evaluated when the second blocking happens. After all UEs are scheduled, the total CCE utilization can be evaluated. 

For the case of scheme 4 in the section 2.2, the offset between the first and second half UE-specific search space is chosen to be the half of difference between total CCE number and the occupied CCE number across component carriers in current assignment.
Appendix B: Simulation results
As shown in the figure 5-7, scheme 4 has the lowest blocking probability and largest CCE utilization in the case of 2 CCs scheduled to each UE and 80 CCEs for the total search spaces. In contrast, scheme 1 shows the worst performance. In the case of 2 CCs and 20 CCE number and the case of 5 CCs and 80 CCE number, schemes 3 and 4 have lower blocking probability and larger CCE utilization than scheme 1 and 2. But the performance difference between schemes 3 and 4 is small. 
For the case of 2 CCs and 80 CCEs:
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Figure 5: First blocking probability for each scheme in case of 2 CCs and 80 CCEs
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Figure 6: Second blocking probability for each scheme in case of 2 CCs and 80 CCEs
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Figure 7: CCE utilization for each scheme in case of 2 CCs and 80 CCEs
For the case of 2 CCs and 20 CCEs:
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Figure 8: First and second blocking probability for each scheme in case of 2 CCs and 20 CCEs
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Figure 9: CCE utilization for each scheme in case of 2 CCs and 20 CCEs
For the case of 5 CCs and 80 CCEs
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Figure 10: First and second blocking probability for each scheme in case of 5 CCs and 80 CCEs
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Figure 11: CCE utilization for each scheme in case of 5 CCs and 80 CCEs
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