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1. Introduction

In RAN1#59bis, it was decided to do Intra-eNB CoMP evaluation based on a different workload other than Full Buffer.  In this contribution a simple bursty traffic model based on [1] is proposed.
2. Summary of Bursty Traffic Model
So far, the 3GPP system evaluations in RAN1 have been mostly carried out using full buffer traffic models.  This model is idealistic and is not representative of actual user experience in a commercial LTE system.  While other models like FTP and HTTP are available, but the simulator has to model inactive users which makes simulation time long.  As such a simple and fast Poisson based bursty traffic model is proposed which models users only for the duration of the file transfer.  The characteristics of this model are as follows:
i) Model users only for the duration of the file transfer
ii) Users are randomly created and start file transfers in the simulated network at a certain rate.  The burst are of fixed size and the arrival of burst is modelled as a Poisson process with arrival rate. 

iii) Data transfer users are then modeled for the duration of the file transfer and then dropped from the simulation once the file data volume is transferred
iv) For the period of the file transfer the application is assumed to download as quickly as the network allows.

As an example, the UE arrival can be random between 0 and 64 seconds with a total run time of 128 seconds.  Different file size (e.g. 2 Mbyte, 0.25 Mbyte) can be simulated but it is recommended to use 2 Mbyte file size as the reference value.
The number of users dropped per sector is a function of the offered load for a given file size and observation time. It is given by


# users = (offered load × observation time) / (file size).

Thus, for a file size of 2Mbytes and an observation time of 64 seconds, the number of users corresponding to 1 Mbps is given by


# users = (1×106 × 64) / (2×106 × 8) = 4.
3. Metrics

The typical user data rate at the target loading level is the average data rate provided for the file transfers, which is calculated by dividing the file size by the file transfer duration. In addition to the average data rate, it is recommended that the 5%, 50%, and 95% points in the CDF for user data rate be collected as an indication of performance variation as a result of the instantaneous load and the user location. 
Also, a new metric called “Resource utilization” (RU) is defined which is given by the fraction of the total available air interface resources that are being utilized for user-generated traffic (except for MU-MIMO or beamforming). In other words, it equals the average number of Resource Blocks (RBs) used for user traffic over the duration of the simulation, divided by the number of available resource blocks that are available to carry user traffic.  With MU-MIMO or multi-user beamforming cases when 2, or more, users are scheduled on the same RB resources, the utilization of those RBs should be considered to be 200%, or more, depending upon the number of users.  Also, the served cell throughput and user data rates at a resource utilization of 50% should be reported since the networks will generally be operated at this value of RU.  Table 1 shows the different metrics that needs to be reported.  The resource utilization estimation should exclude fixed overhead resources such as the pilot channel overheads.
The user data rate metric captures the effects of large queuing delays since the file transfer duration used in its computation includes any queuing delay. In general, the system is operated under stable queuing conditions, i.e., without excessive packet queuing delays, to ensure that the traffic model remains sufficiently distinct from a full buffer model, under typical operating conditions, the loading is such that the RU is in the range of interest (around 50%) and excessive queuing delay would not be an issue. However, in the interests of defining a methodology that is complete from the standpoint of being able to handle high traffic load conditions, consideration may be given to account for excessive queuing delays. If the method entails dropping packets in such instances, the corresponding delay can be declared infinite and the data discounted when computing served cell throughput.
Table 1.  Performance using Bursty Traffic Model

	Offered load
	Served cell throughput
	Mean user data rate
	95% user data rate
	50% user data rate
	5% user data rate
	Resource utilization
	User outage
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4. Conclusion

It is recommended to adopt the above bursty traffic model for intra eNB CoMP evaluation.
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