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1. Introduction

Many codebooks have been proposed for PMI feedback with 8TX antennas [1-11]. In this contribution we compare the performance and other properties of several of them. We use two evaluation and analysis methods: The prime evaluation is by the commonly-used, ultimate network spectral efficiency. The auxiliary analysis is by comparing probability distributions of the codewords, i.e. the PMIs preferred by the UEs in the network.

We focus on the rank≤2 SU-MIMO performance (thus with 2 RX antennas) in Urban-Micro environment. We evaluate two TX antenna structures which we believe are the most feasible candidates with 8 TX: 0.5λ ULA, and XPOL where each of the polarizations comprises of 4 elements spaced by 0.5λ. One of our goals is to find out what gain can be achieved from having different codebooks for the two antenna structures.
2. Evaluated Codebooks

We list in Table 1 several codebooks together with a brief description of their structure. A more elaborate description is given in the appendix. 

In view of the appealing Kronecker-product structure for XPOL antennas (see [12]) we have added to the evaluated set several alternatives for XPOL [13]; their details are repeated for convenience in Appendix A.
	Company [ref]
	Nickname
	Rank
	Antenna Specialization
	Structure
	Size

	Motorola [7]
	MOT1
	1
	None
	Columns of DFT8 + staggered-DFT8
(nested in MOT2U)
	16

	Motorola [7]
	MOT2U
	2
	ULA
	Pairs from MOT1 
	16

	Motorola [7]
	MOT2X
	2
	XPOL
	DFT2 ( Rel8-4Tx-Rank1
(no nesting with MOT1)
	16

	TI [8]
	TI8
	1
	None
	Columns of DFT8 
	8

	Huawei [11]
	HUA1
	1
	XPOL
	Identical to MRV1X_1

(see below)
	16

	Huawei [11]
	HUA2
	2
	XPOL
	Mix
	16

	Samsung [4]
(codebook 2)
	SAM1
	1
	XPOL
	Mix
	16

	Samsung [4]
(codebook 2)
	SAM2
	2
	XPOL
	Mix
	16

	Marvell [13]
	MRV1X_0
	1
	XPOL
	CBPOL(CBULA

CBPOL = 1st column of DFT2
CBULA = 1st 4 elements of the columns of DFT8 + staggered-DFT8
(nested in MARV2X_0)
	16

	Marvell [13]
	MRV1X_1
	1
	XPOL
	CBPOL(CBULA

CBPOL = 2 columns of DFT2
CBULA = 8 columns of DFT4 and rot2-DFT4

(nested in MARV2X_1)
	16

	Marvell [13]
	MRV1X_2
	1
	XPOL
	CBPOL(CBULA

CBPOL = 4 columns of DFT2 and rot2-DFT2
CBULA = 4 columns of DFT4
(nested in MARV2X_2) 
	16

	Marvell [13]
	MRV2X_0
	2
	XPOL
	CBPOL(CBULA

CBPOL = DFT2 (1 matrix)
CBULA = same as CBULA of MARV1X_0
	16

	Marvell [13]
	MRV2X_1
	2
	XPOL
	CBPOL(CBULA

CBPOL = rot2-DFT2 (2 matrices)
CBULA = 8 columns of DFT4 and rot2-DFT4
	16

	Marvell [13]
	MRV2X_2
	2
	XPOL
	CBPOL(CBULA

CBPOL = rot4-DFT2 (4 matrices)
CBULA = 4 columns of DFT4 
	16


Table 1: List of candidate 8Tx (rank=1 and rank=2) codebooks 
3. Codeword Distributions (rank=2)
In [13] we presented probability distributions of the codewords in several rank=1 codebooks. Here we present similar distributions for rank=2 codebooks, obtained by collecting preferred PMIs from all UEs during an SLS run (see Appendix B for the simulation assumptions). 

Figures 1-4 present histograms of the reported preferred subband PMIs in 8x2 SU-MIMO rank=2 simulations deploying 0.5λ 8Tx XPOL antenna. We note that preferred PMI selection is based on maximization of the (predicted) spectral efficiency per subband.
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Figure 1: PMI histogram in 8Tx XPOL antenna configuration, MOT2X
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 Figure 2: PMI histogram in 8Tx XPOL antenna configuration, SAM2
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Figure 2: PMI histogram in 8Tx XPOL antenna configuration, HUA2
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Figure 4: PMI histogram in 8Tx XPOL antenna configuration, MRV2X_0
Several observations can be made based on these figures:

1. The MOT2X, SAM2 and HUA2 seem wasteful in the sense that approximately half the codewords are significantly less populated than the other half.
2. The more popular codewords are those which can be viewed as two polarized beams which are directed to the same (or close) direction.
3. MRV2X_0 and MOT2X include three codewords for which the polarized beams direction is perpendicular (or close being perpendicular) to the bore sight. These codewords are less popular than those pointing to other directions.

4. Spectral Efficiency
The results obtained for the spectral efficiency (SE) using different codebooks are summarized in Tables 2 and 3, referring to the ULA and XPOL scenarios, respectively (see Appendix B for other simulation assumptions). The quoted values are in units of bps/Hz, and the value pairs ( val1 | val2 ) refer to averaging over UEs in the (whole cell | cell edge 5%). The results are for 8x2 SU-MIMO deployment, where Rank=r refers to forcing the transmission to all UEs to rank r (= 1 or 2), while RA refers to results where rank adaptation was enabled (based on the Rank Indicator reported by the UEs).  
	 Codebooks
	Rank=1
	Rank=2
	RA

	MOT1 
	2.38 | 0.112
	
	

	MOT2U
	
	2.14 | 0.047
	

	MOT1 + MOT2U
	
	
	2.62 | 0.110

	MOT2X
	
	1.94 | 0.047
	

	MOT1 + MOT2X
	
	
	2.58 | 0.112

	MRV1X_1
	2.33 | 0.106
	
	

	MRV2X_0
	
	1.96 | 0.048
	

	MRV1X_1+MRV2X_0
	
	
	2.53 | 0.104

	MRV1X_1+MRV2X_1
	
	
	2.53 | 0.103


Table 2: Spectral Efficiency [bps/Hz] performance in 8x2 SU-MIMO – ULA scenario 
	Codebooks
	Rank=1
	Rank=2
	RA

	MOT1 
	2.165 | 0.085
	
	

	MOT2U
	
	2.85 | 0.068
	

	MOT1 + MOT2U
	
	
	2.88 | 0.082

	MOT2X
	
	3.00 | 0.072
	

	MOT1 + MOT2X
	
	
	3.02 | 0.083

	HUA2
	
	2.99 | 0.073
	

	HUA1 + HUA2
	
	
	3.02 | 0.087

	SAM1
	2.170 | 0.084
	
	

	SAM2
	
	2.96 | 0.072
	

	SAM1 + SAM2
	
	
	2.99 | 0.087

	MRV1X_1
	2.16 | 0.084
	
	

	MRV2X_0
	
	3.03 | 0.074
	

	MRV1X_1+MRV2X_0
	
	
	3.05 | 0.087


Table 3: Spectral Efficiency [bps/Hz] performance in 8x2 SU-MIMO – XPOL scenario 
We observe that MARV2X_0 achieves the highest performance for XPOL. This result is consistent with the fact that the codewords in this codebook are more uniformly populated than those in the three other codebooks.
We also observe that the MOT2 antenna specialization buys approximately a 5-7% gain. 

5. Conclusions
We evaluated several low-rank, 4-bit codebooks with ULA and XPOL antennas and SU-MIMO transmission. The codeword-population statistics is consistent with the SE evaluation while adding some insight. The analysis in Appendix A adds further insight on the similarities and differences between the evaluated codebooks. 
We conclude that, for the UMI scenario analyzed here, the most favourable rank=2 codewords are those that can be interpreted as generating two polarized beams that are directed to the same direction.

Finally, the antenna-specialization of rank=2 codebooks buys around 6%.
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7. Appendix A – codebook details
To describe the candidate 8Tx codebooks under consideration, we introduce the following notation.

Let DFTn denote the n×n DFT matrix, with elements
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Extending the above, denote by rot-DFTn the family of G-rotated DFT matrices:   
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Note that 
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The interpretation of the columns of these matrices as beamforming vectors is made clearer when we parametrize them in terms of the (normalized) phases 
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. We observe that the phase increases linearly along the ℓ-th column-vector 
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When used for LOS beamforming from an ULA of spacing 
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 (We emphasize that this result assumes the natural indexing convention of the eight Tx antennas along the ULA.)
In [7], we note that the second half of the rank=1 codebook MOT1 consists of the eight columns of a unitary 8×8 matrix 
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along the vector elements (indexed by k). The main lobes of the resulting beams are directed now “in-between” those of the eight DFT8 beams. The effect of adding them to the codebook is thus quite similar to that of adding the eight columns of 
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Equipped with the above notation, we identify the three sub-codebooks (SCBs) proposed in [7] as follows:

Rank-1, MOT1:  
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Here we note that the vectors in this codebook have the following Kronecker structure –
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where the 
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 are certain sign factors ±1. This observation will play a role in the sequel.
Rank-2, MOT2U:  
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Namely, each one of the 8×2 matrices in this SCB is constructed from a certain pair of columns of either the DFT8 matrix or its staggered companion.  

Rank-2, MOT2X:  
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where 
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 is the Householder-based 4Tx rank=1 SCB of Rel.8.

Rank-1, SAM1: 
Up to reordering and overall normalization factors (and signs), this SCB can be written as
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To align with the notation in [4], the first vector here is w1,1 there, the second is w1,9, the next four are w1,2-5, the next six are w1,6-8 and w1,10-12, and the last four are w1,13-16 which are proportional to uk (k = 8,9,14,15) of MOT1 [7]. The last four “staggered beamformers” correspond to the most centered ones around the (8Tx-ULA) boresight direction. We furthermore note that SAM1 does not contain any beamforming vectors which would focus the power in a direction perpendicular to the boresight, as can be inferred from the absence of codewords of the form 
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Rank-2, SAM2: 
Each codeword is constructed of a pair of vectors from SAM1. PMIs 1-6 and 14 are the ones appearing more frequently in the distribution histogram (figure 2). They can be characterized as satisfying the following 3 conditions:

1) Different XPOL phases in the 1st and 2nd columns of the precoding matrix.

2) The difference between the directions of the two polarized beams is small.
3) The polarized beams direction is close to the bore sight.
HUA2

The even PMIs can be written (up to sign and overall normalization) as  a Kronecker product between [1 1; 1 -1] and a 4Tx ULA beamformer (note that in PMI #6 the ULA beamformer points perpendicular to the boresight.) The odd PMIs are constructed such that the 2nd column is not a classical 4Tx ULA beamformer. The PMI histogram in figure (3) reflects these properties.
MRV Codebooks
We now present the details of the candidate XPOL-oriented codebooks (rank=1 and rank=2 SCBs) that we have added to the evaluation. All of them are of size 16, they satisfy the constraints of unitarity and 8PSK alphabet (i.e., the normalized phases Φ of their matrix elements are all integer multiples of 1/8), and they have the split “Kronecker” structure. We choose to present them in the form of CBPOL(CBULA, corresponding to the indexing convention where the 4 elements along an ULA of each polarization are numbered 0:3 and 4:7. For rank-2 the CBULA component is a vector. The options differ in the choice of their SCB components CBPOL and CBULA, as described below:  
Rank-1, MRV1X_0:  
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This is a variation of MOT1, with which this codebook has 4 codewords in common. It is nested in MRV2X_0, namely each one of its 16 codewords (which are 8×1 vectors) appears as a column in (at least) one of the 16 codewords (i.e., 8×2 matrices) of MRV2X_0, up to some trivial normalization factor. 
Rank-1, MRV1X_1:  
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Note that this SCB (which has 8 codewords in common with MOT1, namely the columns of DFT8) is nested in the SCB MRV2X_1.
Rank-1, MRV1X_2:  
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This SCB (which has 4 codewords in common with MOT1) is nested in the SCB MRV2X_2.
Rank-2, MRV2X_0:  
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This SCB has 8 codewords in common with MOT2X.

Rank-2, MRV2X_1:  
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This SCB has 8 codewords in common with MOT2X.

Rank-2, MRV2X_2:  
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This SCB has 4 codewords in common with MOT2X.

Rank-2, MOT2X_M:  
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This codebook preserves nesting with MOT1.
8. Appendix B – simulation assumptions

SU-MIMO transmission follows Rel8, i.e. the eNB follows the UE PMI/CQI recommendation. Simulation parameters are listed in the following table. 

	Parameter
	Assumption

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 sectors per site with wraparound

	Number of users per cell
	10

	Scenario
	ITU-UMI

	Operating bandwidth (BW)
	10 MHz

	Antennas Configurations
	(1) 8TX Cross-Polarized, each polarization  consisting of 4 elements separated by λ/2;
2RX, cross polarized
(2) 8TX ULA, λ/2; 
2RX, λ/2

	Channel model
	ITU Spatial Channel Model, Urban Micro, 

5Hz doppler

	Network layout
	ITU UMI

	Traffic model
	Full buffer

	Total BS TX power (Ptotal)
	43dBm (1.25MHz),  46dBm (10MHz)

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Scheduler
	Proportional Fair

	Measurement Delay
	5ms

	Feedback Granularity
	subband (SB = 3 RB’s)

	Feedback reporting interval 
	5ms

	CQI/PMI/RI transmission errors
	Perfect , CQI measurement error, N(0,1dB)  per SB

	OLLA
	On with Target BLER=20% and warm-up time=1s

	Scheduling  granularity
	Per SB

	HARQ Delay
	6ms

	Inter-cell interference modelling
	Serving cell and the 4 strongest interfering cells are explicitly modelled.

	Channel Estimation
	Ideal 

	Receiver Configuration
	MMSE

	Overhead
	30.3 %






































� Taking the IDFT matrix instead (i.e., the complex conjugate matrix) amounts to permuting the columns, which serve as the building blocks for the codewords. Thus it does not matter here, as any codebook is invariant under its codeword reordering. 
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