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1. Introduction

PDCCH false detection for LTE Rel8 was mainly addressed in the Seville/Sorrento RAN1#51bis/52 meetings [1-4] with the consensus [5] that no increase in PDCCH CRC size (e.g. from 16 to 18 bits) was needed for rel-8 and no need to specify any false detection features (e.g. different convolutional generator polynomial).  

This contribution looks into false detection mitigation techniques (control inconsistency checks) that would keep the false detection rate of LTE-A (Release 10) similar to Release 8 levels given a 100% increase from 44 to ~80 blind decodes (BD) per carrier.  First consideration is an increase in uplink (UL) BD given the need for new UL grants (whose size is not same as DCI format 0 size) for new UL transmission modes in release 10 and beyond and given PUSCH collisions are the major false detection issue.
2. False Detection
False detection of UL grants may result in PUSCH transmission collisions and false detection of DL grants may results in PUCCH transmission collisions. A large number of UEs in RRC_CONNECTED (DRX + non-DRX UEs) does not necessarily mean a high uplink collision rate.  What matters most is the number of non-DRX UEs in RRC_CONNECTED state with data in their uplink buffer (P).  For a 5 MHz LTE carrier P=5 was estimated (see ANNEX A) to be worst case (largest) value and is based on VoIP.  The probability of false detection (
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 (where P=5)
This is the probability that for a given subframe a false detection of an UL grant would occur for a non-DRX, non-zero buffer UE monitoring a serving cell LTE carrier.  This is not the probability of a PUSCH collision (
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) however.  To better account for that it is necessary to include some obvious mitigation techniques based on control inconsistency checks as supported by TS 36.213 some of which are:

1. Invalid/Undefined RIV entries for type 2 RB allocations should not occur.
2. Number of PUSCH RBs must be a factor of 2, 3, and/or 5.

3. Limits on maximum TBS (for both UL and DL) as per TS36.306 are also available to reduce false detection. Control information (MCS + RB allocation) indicating a TBS value greater than that permitted by TS36.306 would be considered inconsistent control information.  

4. NDI toggle + (MCS29, MCS30, MCS31) indicates inconsistent control information.

5. For release-8 there are always zero padding bits due to Format 0/1A size difference for both TDD and FDD as well as the zero padding bit (only for some FDD bandwidths) due to the ambiguous payload sizes are also useful to reduce falsing.
6. The virtual CRC employed for SPS validation

7. The UEs operating in UL TTI bundling mode cannot get UL grants with RB allocations greater than three RBs. Thus, the probability of falsing for such UEs is negligible due to the large redundancy in the resource allocation field.
Therefore, the probability of a PUSCH collision can be given by:
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where 
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 is the reduction in false detection that can be attributed to the redundancy available due to consistency checks. For example, for 1 and 2 above, 
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= ~ 0.5 (corresponding to one extra bit of protection or redundancy available due to consistency checks) as shown in Figure 1. 
The reduction in false detection can be further reduced using the filler bits consistency checks. With 1, 2, and 5 then 
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= ~ 0.25 where 1, 2, and 5 are expected in Release-8 UE implementations (this is due to at least one more CRC bit available in the DCI Format 0 due to the 0/1A filler bit).  Of course other consistency checks (e.g. 3, 4, and 6) could easily be used and new ones created (e.g. restrictions on minimum TBS when large #RBs are allocated) to further reduce
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Table 1 shows that rel-8 false detection rates can be achieved for when the number of UL blind detections is increased by ~ 100% if appropriate control channel inconsistency checks are employed.  What is not known is to what degree rel-8 false detection rates could be relaxed or whether the rel-8 rates should be maintained going forward (on a per carrier basis). Likely system simulations could answer this especially accounting for collisions that actually result in a packet loss (many will just result in extra HARQ tx).
3. Dropped Packet Probability due to False + Valid UL Grant Detection ( ~10-5 event
Detection of a false uplink grant (FUG) passing inconsistency checks 1,2,5, which, for release-8, occurs for a given UE with probability 8.39e-5 (=22*2-16*0.25) for best effort data, can cause the UE to subsequently flush a packet in its transmit buffer.  This occurs if the FUG is followed by an UL grant (UG) with NDI toggle (0.5) and the UG is received on n+8, 16, … with any valid TB size (< 0.5).  If the UG NDI is not toggled then there is no problem.  Hence, the over all probability of FUG causing a dropped packet is <2.1e-5.  For VoIP the probability of a dropped non-VoIP packet is smaller since (a) probability of a VoIP user also having best effort data is small and (b) the use of DTX to reduce battery life.  Also for VoIP a retransmission (SPC-C-RNTI) FUG does not cause a dropped packet.  The probability of initial SPS FUG is small since an effective 22-bit CRC is used.
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n FUG with NDI=0 (Pfd=2^-16*22*0.25) -----> 0.000084 5.16653E-06

n+4 Erroneous PUSCH Tx (possible PUSCH collision)

n+8,16,… valid UG detected on n+8, 16, … < 0.5 << 0.5

NDI of valid UG toggled 0.5 0.5

Prob. Dropped UL packet (DRX accounted for if VoIP)    -------> < 0.000084 *0.5*0.5 << 0.000005 *0.5*0.5


Per UE VoIP FUG probability = 5.17e-6 = 2-16*22*(PnonVoIPdata + BLER)*(1-PDTX )*Fred
                                                                                                          + 2-22*22*(PercTimeSearchTalkSpurt)*Fred   
(BLER=0.1, PnonVoIPdata =0.05, PDTX =0.6, PercTimeSearchTalkSpurt=200/2000, Fred =0.25)
Other assumptions:

1. False Grants for broadcast control do not contaminate UE data soft buffers

2. Broadcast control false detection smaller than other grant types.  

3. System Information false detection avoided by assuming grants for same SI-x are same unless System Info Update occurs
4. No SPS-C-RNTI and C-RNTI for UE occurring in the same subframe (RAN2 spec)

5. Transport block that starts on a carrier and stays on that carrier for retx (R1-092994 – RAN2 LS)

6. Only 1 SPS (with 2 HARQ processes) active for a given UE’s uplink
4. Conclusion

It is proposed that the number of UL BD per carrier be allowed to increase from 22 to ~44.  This allows the flexibility to easily support new semi-statically allocated UL DCI formats with sizes distinct from DCI format 0. The probability of PUSCH collision, given inconsistency checks (1, 2, 5), is acceptable even with +16 additional UL blind detections (BDs):

Ppusch_collision ~ 7.2e-4 per 5MHz    (given 38 blind decodings, Fred=0.25)
Additional control channel inconsistency checks can be used to further limit false detections that result in PUSCH collisions if warranted.
Additional inconsistency checks can also be employed to counter increases in false detections for carrier aggregation scenario.  This can facilitate increases in BD for both UL and DL, wherein the RBs on other carriers (e.g. when more than 3 carriers are aggregated) are scheduled via the anchor carrier
Finally, the dropped packet probability from false + valid UL grant detection is ~ 10-5 or less.

Table 1 – 
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) for post Rel-8 using control inconsistency mitigation*
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Total #UL #UL (1,2,4) UL PFdet (no Fred) UL PFdet x Fred

(MHz) (#RBs) (rel-8) (rel-8) (>rel-8) (per 25 RBs) (per 25 RBs)

5

25 44 22 38 5 0.25 1.7E-03 7.2E-04

10

50 44 22 38 10 0.25 1.7E-03 7.2E-04

15

75 44 22 38 15 0.25 1.7E-03 7.2E-04

20 100 44 22 38 20 0.25 1.7E-03 7.2E-04

System BW

Number of BDs


* note that 
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 is normalized wrt 25 RB BW segments     ‘Rel-8 UL’:  22x5x2-16 = 1.7e-3      ‘>Rel-8 UL’: 0.25x38x5x2-16 = 7.2e-4
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6 5 21 0.61 21 0.61

8 6 36 0.83 34 0.91

9 6 45 0.51 42 0.61

10 6 55 0.22 51 0.33

12 7 78 0.71 70 0.87

14 7 105 0.29 91 0.49

15 7 120 0.09 103 0.31

16 8 136 0.91 116 1.14

22 8 253 0.02 205 0.32

24 9 300 0.77 240 1.09

25 9 325 0.66 259 0.98

32 10 528 0.96 414 1.31

44 10 990 0.05 766 0.42

45 11 1035 0.98 800 1.36

50 11 1275 0.68 981 1.06

62 11 1953 0.07 1499 0.45

63 11 2016 0.02 1547 0.4

64 12 2080 0.98 1596 1.36

75 12 2850 0.52 2184 0.91

90 12 4095 0 3137 0.38

100 13 5050 0.7 3878 1.08


Figure 1 - Table shows the amount of redundancy available due to Type 2 Resource Allocation in DL and UL.  For UL table also accounts for #RB restriction of being a multiple of 2, 3, and/or 5.
Annex A
A large number of UEs in RRC_CONNECTED (DRX + non-DRX UEs) does not necessarily mean a high uplink collision rate.  What matters most is how many non-DRX UEs in RRC_CONNECTED state have data in their uplink buffer. 

For SPS grants at the beginning of talk spurts there should be no false detection problem due to the virtual CRC in Rel-8.  But VoIP UEs would still search for C-RNTI type grants when not in DRX.
One estimate is that VoIP UEs will be in DRX for about every 6 out of 10 subframes (or even as high as 8 out of 10) given appropriate DRX configuration -- assumes packet sent every 10ms.  This further reduces the number of PUSCH collision opportunities (e.g. by between 2/10 and 4/10).

One could expect to have just as many UEs filling up a cell doing web browsing (DL packets with UL TCP responses) as doing VoIP.   Web browsing UEs will be in DRX most of the time given realistic read times (note 3GPP web browsing models used have had 5 seconds(modified ETSI) and 30 seconds (HTTP) for average read times -- see model details below).

Baseline for all VoIP or all downlink Web Browsing may be given by:

· Number of non-DRX UEs with data in buffer for Dynamic scheduling: around 'P' per cell per subframe for 5 MHz,   around 4x'P' per cell per subframe for 20MHz. 

· Number of non-DRX UEs for Dynamic scheduling: around 100 per cell for 5 MHz,   around 400 per cell for 20MHz  (down to 200 with appropriate DRX management)

· Number of RRC_CONNECTED UEs (DRX + non-DRX): around 250 per cell for 5MHz  and  1000 per cell for 20MHz

Then 'P' for each model is:

VOIP:    P = # non-DRX VoIP UEs with data in UL buffer per subframe for 5 MHz LTE carrier 
=     5   = 250 x   4/10 (fract. time non-DRX) x 0.05 (Probability_of_nonVoIP_UL data) 

WB-H:    P = # non-DRX WB UEs with data in UL buffer per subframe for 5 MHz LTE carrier 
=     2   = 250 x   1130/(30000+1130) (non-DRX)  x  k        
(k=0.33 is UL/DL activity factor - TCP responses, expect k<0.33 in practice)

WB-E:    P = # non-DRX WB UEs with data in UL buffer per subframe for 5 MHz LTE carrier 
<=    2   ~ =100 x   206/(5000 + 206) (non-DRX)  x  k            
(k=0.33 assumed but k<0.33 expected -  no TCP )

FTP:       P = # non-DRX WB UEs with data in UL buffer per subframe for 5 MHz LTE carrier 
<=    4   ~ = 45 x   16351/(180000+16351) (non-DRX)  x  k  (k=1 assumed but k<<1 expected)           

VoIP seems to be the worst case.  So 'P'=5 in this case for 5MHz.  For 20MHz then 'P' = 20 (=4*5) could be assumed. Although it is doubtful that a 20MHz carrier would only be used for VoIP (
5MHz:   5 UEs with UL data x 22 Blind Detections x 1.53e-5 = 1.7e-3 probability of UL collision per subframe given 250 RRC_CONNECTED state UEs  (~ 0.17% of the time PUSCH collisions occur per subframe over all UEs)

20MHz: 20 UEs with UL data x 22 Blind Detections x 1.53e-5 = 6.7e-3 probability of UL collision per subframe given 1000 RRC_CONNECTED state UEs (~ 0.67% of the time PUSCH collisions occur per subframe over all UEs)

The probability is 6.7e-3 for a UE falsely detecting a PDCCH UL grant in 20MHz and only 1.7e-3 in any 5MHz portion of a 20 MHz band. This does not translate into PUSCH collision with probability 1. Furthermore, even if a PUSCH collision occurs, it does not translate into a packet loss with probability 1 either.
Probability of collision could be even smaller given the additional use of adhoc techniques (e.g. using undefined resource allocation states to reject UL grant detections) which are implementation details.

3GPP HTTP Model

--------------------------

•          Avg. page (packet call) size: 55 kbytes

–         Main Object: ~ 11 kbytes

Mean Read time = 30 seconds  
    - (wake up in DRX while reading every 2.56s for n subframes (e.g. n=5) but buffer likely empty)

–         5 to 6 embedded objects: ~ 8 kbytes each over 0.13 sec

–         ~ 14.1 kbps offered load (per user packet call)

•          Pktcall_size = 440 000 bits = (11000*8+8000*8*5.5)

•          14.1 kbps = Pktcall_size/(30+0.13+0.5+Pktcall_size/ADR + 0.001*5*30/2.56)  with ADR=1Mbps
Note: 0.5 seconds of non-transmission delay due to TCP slow start for 440000bits
1.13 sec = 0.13 + 0.5 + 440 000 / 1e6 + 0.001*5*30/2.56
Fraction of non-DRX time: 1130 / (30000+1130)

ADR - average download rate (e.g. WCDMA R-99: 70kbps, HSPA: 0.35Mbps,   LTE: 1Mbps)

3GPP modified ETSI Model

----------------------------------
•          Avg. page (packet call) size: 25 kbytes

–         Main Object: ~ 25 kbytes
Mean Read time = 5 seconds

–         ~ 38.4 kbps offered load (per user packet call)

•          Pktcall_size = 200 000 bits = 8*25kbytes

•          38.4 kbps = Pktcall_size/(5+0.006 + Pktcall_size/ADR)  with ADR=1Mbps  (no TCP slow start)

0.206 sec = 0.006 + 200 000 / 1e6

3GPP FTP Model

--------------------------

•          Main Object: ~ 2 Mbytes

Mean Read time = 180 seconds

–         UE Offered Load: 81.5 kbps = 8*2e6/(180+8*2e6/ADR+0.001*5*180/2.56)  with ADR=1Mbps

16.35 sec = 8* 2e6 / 1e6  +  0.001*5*180/2.56
Annex B
Other Mechanisms for PDCCH False Detection Reduction

· Partition search space to reduce number of blind detections

· Self-consistency checks for fields in PDCCH

· CRC polynomial optimization (example polynomials in R1-074569) 

· Yamamoto-Itoh and similar decoding metric techniques (largely implementation)

· Account for DRX when determining #simultaneous UEs performing blind detection

· DRX also driven by battery life and PUCCH overhead reduction

· Account for burstiness of traffic and possibility that UE buffer is empty when UE false DCI format 0 detection occurs.

· UE's could only look for an UL grant if it has previously sent a nonzero buffer status or has sent in an explicit scheduling request, there are other cases when a UE could get a grant at any time -- e.g. trigger based CQI reporting where the eNB initiates a request for CQI information via a scheduling grant, or TCP ACKs for DL traffic for the exact subframe for the grant if not persistently assigned.
· Larger CRC size (rel-9/10 grants could have 2-bit CRC increase but then not rel-8 compatible)

· The UE can assume that the EPRE for a L1/L2 control channel RE’s are the same. Two CCEs with significantly different received energy levels are unlikely to belong to the same control channel. (reduces average BD).[R1-074040]
· CQI can be used to help UE know roughly its number of CCE (reduces maximum or average BD).
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