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1 Introduction 
The feedback mechanisms to support DL MIMO in Release 10 have been discussed extensively in recent RAN1 meetings. Reference [9] emphasises the importance of exploiting correlation for efficient channel state feedback. References [4-7] show the potential benefit of exploiting the spatial correlation of the channel. In this document we show the benefit of exploiting time correlation. The basic idea is that the channel-state feedback can be refined by permitting multiple feedback steps between UEs and eNB, which leads to the concept of hierarchical feedback and hierarchical codebooks [1]. In this document the concept of hierarchical feedback (or hierarchical codebook) is firstly summarized. Then one example of a technique for designing codebooks with a hierarchical structure is presented, which allows the exploitation of both spatial and time correlation. Finally, some preliminary system simulation results are given which show the effectiveness of the proposal.
2 Principle of Hierarchical Feedback
The concept of the hierarchical feedback approach has been presented in [1]. The intuition behind the hierarchical feedback approach is that if the channel is changing sufficiently slowly the mobile CDI feedback could be aggregated over multiple feedback intervals so that the aggregated bits index a larger codebook as shown in Figure 1.
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The hierarchical quantization method can be explained referring to two messages, the basic feedback message and the refined feedback message.

· The basic feedback message is obtained by sending back to the BS b bits specifying the best quantization codeword belonging to the basic codebook (which corresponds to a given level in the tree above)

· The refined feedback message is obtained by sending back 
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bits for specifying the next level in the tree and 
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bits for specifying the codeword index within this level.
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Figure 2: Feedback refinement by passing to lower codebook levels

3 Codebook Design for Hierarchical Feedback
One technique uses the is based on the Lloyd algorithm. 
3.1 Review of the Lloyd algorithm
By using the Lloyd algorithm, the codebook can be designed to match the statistics of a given channel model with a tree structure that can be used in time correlated MIMO channels to reduce feedback overhead [2].
Let 
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 be a performance metric where s is the source vector/matrix and 
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 is a generic codeword of codebook 
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. The Lloyd algorithm generates the optimum codebook which maximizes the average performance,
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where cn (an M-dimensional complex number where M can represent, for example, the number of transmit antennas) is the quantized vector that gives the highest value of the performance metric.

The algorithm consists of two steps:

1) Nearest neighborhood condition (NNC). 

Given a codebook 
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 the optimum partition region (Voronoi cell) 
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 of the code vector indexed by i satisfies 
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2) Centroid condition (CC).

       Assuming the partition regions 
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are given, the optimum quantization code-vectors  
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are chosen to satisfy the following criterion for 
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These two steps are iterated until the maximization criterion converges.
3.2 Choice of the performance metrics
Linde, Buzo and Gray proposed an extension of the Lloyd algorithm known as the LBG algorithm, which uses channel knowledge to generate the performance matrix. This can be used to design an efficient codebook for either implicit or explicit channel feedback. A general hierarchical codebook can be designed, or alternatively a codebook with a hierarchical structure can be designed to match a particular antenna configuration or channel statistics. For the latter, the codebook is derived using fed-back representations of the channel, for example using the spatial covariance matrix. The optimum codebook can be found such that a certain performance metric is maximised, for example expected SNR or expected SINR. The exact formula of the performance metric is dependent on the specific precoding scheme and feedback technique, so a general formulation cannot be given.  In [2] an example of performance metrics is given for a ZF-based precoding. 
3.3 Extension to hierarchical codebooks
The LBG algorithm can be modified to generate a codebook with a tree structure that is compatible with the hierarchical feedback codebook concept. 
1) At the basic level a 
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 codebook can be specified as a default feedback codebook for LTE-A.
2) Given this default codebook, the partition regions relative to each codeword are computed and N subsets of the channel matrix are obtained.
3) For levels 
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 the optimum codebook with 2 codewords is computed for each subset using the LBG algorithm; each subset is split into 2 subsets.
With the designed codebook, quantization can be performed with a binary search on the tree, thus requiring a lower computation complexity than conventional quantization. We refer to [2] for further details.
If the codebook is optimised to match channel statistics, it can be downloaded to the UEs [8].
4 Simulation results
As a general example, we provide some preliminary simulation results assuming a cellular network with 19 cell sites (L=57 cells), where each cell uses M=4 antennas. The channel coefficient between each transmit and receive antenna pair is a function of distance-based pathloss, shadow fading, and Rayleigh fading. We let the (n,m)-th element of the k-th user's MIMO channel matrix 
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here 
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is the independent Rayleigh fading, 
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 is the antenna element response as a function of the direction from the lth base to the kth user (all antennas in a sector are assumed to “point” in the same direction) 
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 is the distance between the lth base and the kth user, 
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is a fixed reference distance, 
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is the path loss coefficient, and 
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is the lognormal shadowing between the lth base and kth user with standard deviation 8 dB. Since shadowing is caused by large scatterers we assume that antennas of the same cell are close enough to be characterized by the same shadowing effect. The variable 
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 EMBED Equation.DSMT4  [image: image27.wmf]dB

 is the reference SNR defined as the SNR measured at the reference distance 
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km, assuming a single antenna at the cell centre transmits at full power, accounting only for the distance-based pathloss.

We model the antenna element response as an inverted parabola that is parameterized by the 3 dB beamwidth
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 and the sidelobe power 
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where 
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 is the direction of user k with respect to the broadside direction of the antennas of the lth sector, 
[image: image33.wmf]3dB

70/180

Jp

=

, and 
[image: image34.wmf]20

S

A

=

. The broadside direction is the same for the M antennas in each sector.

Users are dropped uniformly over the entire network, and the average number of users per cell is 20. Users are assigned to the cell with the highest received SNR, accounting for distance-based pathloss and shadow fading. To provide fairness in the network we adopt a multiuser proportional fair scheduler with fairness factor 0.1. Cell wraparound is employed in order to make interference statistics uniform over the entire network. In particular intercell interference is modelled with a two-phase methodology. In the first phase, the resource allocation and transmit covariance calculations are performed using long term statistics, in which the intercell interference is spatially white and the achievable SINR is estimated assuming that all cells transmit at full power, accounting for pathloss and shadowing. In the second phase, the actual achievable rates are computed based on short-term channel properties with the transmit covariances being colored according to sample covariances generated from the first phase. The modelling of spatially white noise in the first phase is the worst-case noise and results in a somewhat pessimistic rate. This methodology circumvents the problem of resource allocation when the statistics of the colored spatial noise are not known. 

Figure 3 compares the cell throughput for different speeds of the mobile terminals the following techniques
· zero forcing beamforming with greedy user selection and partial channel state information, where the mentioned LGB-based codebook without hierarchical structure is used (ZF); 

· zero forcing beamforming with greedy user selection and partial channel state information, where the mentioned LGB-based codebook with hierarchical structure is used (ZF-H)
· zero forcing with perfect CSIT (ZF-P)

For these preliminary results, the spatial and time correlation of the channel is modelled with the spatial channel model assuming transmit antennas spaced at 10 lambda. The mobile terminals speed is either v = 3, or 50 km/h. All limited feedback schemes use 8 bits per subframe and the maximum number of levels in the LBG-tree codebook is 12. We emphasize that the ZF-H is able to exploit the time correlation of the channel and thanks to hierarchical indexing achieves approximately a 50% improvement in median cell throughput. We refer to [3] for a more detailed description of these simulation results for the ZF. 
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Figure 3. CDF of the cell throughput.
5 Conclusions
The principle of hierarchical codebook design is described here in detail. 

The preliminary simulation results show that it provides an effective approach to exploit time-correlation, giving improved feedback accuracy with limited overhead. 
It is applicable to any implicit PMI-based or explicit feedback. 
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