TSG-RAN WG1 #57
R1-091712
San Francisco, CA, May 4 – May 8, 2009

Source: 
ZTE

Title:

      Preliminary Performance Study on CoMP Schemes
Agenda Item:
15.2
Document for:
Discussion 

1. Introduction
Coordinated Multiple Point (CoMP) has been identified as a key technology for LTE-Advanced study to improve the network spectral efficiency and cell edge throughput. In recent 3GPP RAN1 meeting at Seoul, aspects of CoMP were further streamlined, some of which related to this study are listed below:

· Joint processing can be in the form of joint transmission, or dynamic cell switching where data is available at each point in CoMP cooperating set
· Coordinated scheduling/beamforming where data is only available at serving cell
· Explicit channel state/statistical information feedback

· Implicit channel state/statistical information feedback with recommended transmission properties (e.g., CQI/PMI/RI)

Technology choices are ultimately based on performance and complexity (or implementation cost) study if the backward compatibility is not a major issue. Many companies have provided their simulation studies [1-8]. Single-user joint transmission (multi-cell SU-MIMO) showed modest gain in terms of average cell throughput [2-4]. Performance evaluations in [5-9] suggested more potential gain from multi-user joint transmission (multi-cell MU-MIMO). It is noted that in [5-8] the antenna orientations are different from the default configuration used by many standard bodies, in particular ITU-R. In the default configuration, basestation antennas are directional, with the bore-sight pointing to the neighboring basestation (whose antenna’s bore-sight is not pointing back) and > 20 dB back-plane attenuation. Such configuration avoids: (1) antennas of three adjacent eNBs pointing to the same conjuncture area [7-8] which leads to excessive interference for non-CoMP users/channels such as PDCCH; (2) irregular back-plane radiations of omni-directional antennas [5-6] and the uplink coverage issue.  Advanced receiver was assumed in [9] where some configurations, for example requiring eigen-vector feedback, can be considered as the upper bound, rather than the actual performance estimation.
In this contribution, we evaluate the performance of above two CoMP schemes for the downlink: joint processing and coordinated scheduling, assuming default antenna orientation and regular maximal ratio combining (MRC) receiver for CoMP users (rank = 1). The two CoMP schemes are put in generic form to facilitate the comparisons and provide more insight, rather than exact performance prediction. 
2. Joint Processing and Coordinated Scheduling/Beamforming

2.1 Generic Model
Joint processing and coordinated scheduling/beamforming can be represented in a generic model as seen in Fig. 1 where the cooperating set consists of two neighboring basestations: eNB1 and eNB2. Two UEs, UE1 and UE2, are in the CoMP serving area. For simplicity (without losing the generality), each UE shown in Fig. 1 has only one receive antenna and each basestation has two transmit antennas. We use “hi,j;u” to denote the complex coefficient of the channel connecting j-th antenna of i-th eNB and u-th UE, assuming single-path fast fading. Out of all combinations, there are total eight channel coefficients in this two-site CoMP.
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Figure 1. Generic model of a two-site CoMP
In the case of joint transmission, data is available at both basestations in order to achieve the network precoding gain for each UE. The transmit weight applied at j-th antenna of i-th eNB for u-th UE is denoted as “wi,j;u”. The optimum weight vector is chosen from the total candidate set W4 (4 means that each vector has four elements), so that the inner product of the weight vector and the channel vector for the same UE is maximized, mathematically as
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For multi-user joint transmission, we also want to pair UEs to minimize the co-channel interference. That is
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In the case of coordinated scheduling/beamforming, user data is available only at the serving cell and there is no precoding gain across basestations. Transmit weight itself depends only on the user in the serving cell, and is chosen from the total candidate vector set W2 (2 means that each vector has two elements), that is
(3)
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Similar to multi-user joint transmission, UEs in CoMP area sharing the same resource need to be carefully paired in order to reduce the other cell interference, that is

(4)
The difference between joint scheduling and joint beamforming lies in the spatial correlation assumption between same basestation antennas. Joint scheduling assumes widely spaced vertical or cross-polarized antennas, whereas beamforming implies highly correlated antenna array to actually form the physical beams. 
2.2 Transmit Weight Determination and User Pairing
In LTE Rel. 8, the candidate set (each entry is a vector for single-layer MIMO or a matrix for multi-layer MIMO) is defined as a codebook with 16 entries, both known to eNB and UEs. Transmit weight is determined at UE which feeds back the index of the entry, also called precoding matrix index (PMI).  User pairing can be based on the correlation properties of the codebook in order to avoid strong coupling between some indices of close-distances. For rank 1 case, Table 1 shows the index pairs whose cross-correlation coefficients are larger than 0.25.
Table 1. Correlation properties of Rel. 8 codebook for Rank 1

	PMI
	Indices with cross-correlation coefficient > 0.25

	0
	4, 7, 9, 11

	1
	4, 5, 8, 10

	2
	5, 6, 9, 11

	3
	6, 7, 8, 10

	4
	0, 1, 8, 9, 12, 15

	5
	1, 2, 10, 13, 14

	6
	2, 3, 10, 11, 13, 14

	7
	0, 3, 8, 11, 12, 15

	8
	1, 3, 4, 7

	9
	0, 2, 4, 5

	10
	1, 3, 5, 6

	11
	0, 2, 6, 7

	12
	4, 7

	13
	5, 6

	14
	5, 6

	15
	4, 7


For LTE-A, it was agreed that CoMP UEs could also feedback the explicit channel state information (CSI), e.g., the quantized version of “hi,j;u” in Fig. 1. Such feedback mechanism is made possible by using demodulation reference signal (DM-RS) which is precoded and present only in physical resource blocks (PRBs) assigned to the CoMP UEs. Therefore, transmit weights are determined by the network, totally transparent to UEs, regardless of where and how PDSCH is sent. In this sense, it resembles the closed-loop transmit diversity (CLTD) in Rel. 4 UMTS and Rel. 5 HSDPA. 
Compared to PMI type of feedback that is tied to certain transmission properties, direct CSI feedback allows more flexibility in choosing transmit points and configuring the cooperating set, or even switching between joint processing and coordinated scheduling/beamforming (as seen in the generic model).
2.3 Design Considerations for Explicit CSI Feedback
For the explicit CSI feedback, both the amplitude and the phase of “hi,j;u” should be quantized, especially for joint processing and coordinated scheduling that rely on fast fading information. Instantaneous amplitude information is part of fast fading information.  Certain differentials can be used to reduce the feedback overhead. The detailed design hinges on CSI-RS, and some calculation/simulation is needed to get a good trade-off between feedback accuracy and the overhead. Overhead is mostly constrained by UL signaling to be newly introduced in RAN1. 
3. Preliminary Simulation Study
3.1 Simulation Settings
In the simulations, the cooperating set is determined from UE measurement and maximum two cells (of the same site or different sites) are allowed to participate in CoMP for each user. Note that Wayforward on CoMP specifies that the cooperating set is determined by the network, in order to reduce the scheduling complexity and backhaul signaling burdens. Here we ignore the detail implementation of user pairing and scheduling coordination, by assuming that in each subframe, each cooperating set (consists of two adjacent cells) can find users whose transmit weights and channel coefficients satisfy Eq. (2) and Eq. (4).

Each UE has two receive antennas. For joint transmission study, we assume two transmit antennas per cell and total four antennas participate in the transmission. So each CoMP connection is a 4x2 precoded channel (two-cell 4x2 MU-MIMO). Given the relatively low SINR experienced by CoMP users, the rank is set to be 1 for those 4x2 channels. For non-CoMP users, 2x2 MIMO is implemented with rank adaptation and the receiver is spatial MMSE without non-linear or code-domain interference cancellation.  
For coordinated scheduling, we assume four transmit antennas per cell. So each connection is a 4x2 precoded channel (single-cell 4x2 SU-MIMO) with rank adaptation. 
Since the explicit CSI feedback is not specified yet, we use Rel. 8 codebook and the associated PMI calculations to approximate the effect of CSI quantization (at UE) and weight determination (at the network). It is seen from Table 1 that as long as the PMIs of the paired UEs are not in that list, the cross-correlation efficient, or the interference from the second cell is less than 0.25 of without CoMP case. We assume the average is 0.2 in the simulation. 
Most of simulation parameters in TR 36.814 are used in this performance study, although only horizontal antenna pattern is considered. The system bandwidth is 10 MHz. We focus on Case 1 where the site-to-site distance is 500 meters, reflecting a typical interference-limited scenario. UEs are assumed pedestrians and slowly moving at 3 km/ph. No mobility is actually simulated and we drop UEs uniformly across the network at the beginning of each run and then fixed the locations. Each cell has 20 UEs on average. DM-RS and CSI-RS overhead are not taken into account.
3.2 Initial Results
In the simulations, about 31% of users can be potentially served by CoMP. Throughput results are summarized in Table 2. It is observed that joint processing (or more precisely joint transmission) can improve the cell throughput and edge throughput by about 11% and 50%, respectively. The relative improvement by using coordinated scheduling compared to single-cell 4x2 MIMO is 3.5% in cell throughput and 20% in edge throughput. Smaller gains of coordinated scheduling compared to Joint Transmission are expected, since the latter enhances the signal strength in addition to reducing the other cell interference.
Note that the absolute cell throughput of 4x2 coordinated scheduling is significantly higher than that of joint processing. The reason is due to the bigger gain of precoded 4x2 MIMO over 2x2 MIMO for non-CoMP UEs which are typically at medium or good geometry. In general, 4x2 coordinated scheduling entails higher deployment cost as it requires 4 transmit antennas in each cell. 
Table 2. DL cell throughput of various CoMP configurations

	
	Avg. cell Tput (Mbps)
	Gain in Avg. cell Tput
	5% edge Tput (kbps)
	Gain in 5% edge Tput

	MIMO 2x2 baseline
	13.38
	11%
	180
	50%

	With 4x2 Joint Proc.
	14.83
	
	270
	

	MIMO 4x2 baseline
	16.20
	3.5%
	214
	20%

	With Coord. Schedul.
	16.77
	
	256
	


More detailed throughput statistics are provided in Fig. 2 and Fig. 4. It is seen that UEs of low to medium geometry get the benefit of CoMP, and the gain is more pronounced in joint processing. The user throughput, especially the cell edge throughput improvement can also be explained by the increased traffic SINR through CoMP. In the simulations, we count the SINR only when that CoMP user is scheduled and log the average for each user in the end. The SINR CDFs are shown in Fig. 3 and Fig. 5. The traffic SINR is combined over two receive antennas of each UE, since the rank is set to be 1 (e.g., single stream transmission).  Therefore, it is more like CQI, e.g., at least 3 dB higher than UE geometry. Also due to the proportional fairness scheduling, a UE is normally scheduled when it is in up fade. Consequently, the traffic SINR can be significantly higher than the average CQI. Consistent with the observation in cell throughput plots, the SINR gain from coordinated scheduling is smaller than from Joint Processing.
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Figure 2. User throughput CDFs in Joint Processing
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Figure 3. Traffic SINR CDFs in Joint Processing

Note that the gain in traffic SINR may not accurately predict the actual throughput gain (either the average throughput or edge throughput), as the mapping from SINR to channel capacity varies for different SINR operating regions. SINR CDFs are shown here only for providing insight.
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Figure 4. User throughput CDFs in Coordinated Scheduling
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Figure 5. Traffic SINR CDFs in Coordinated Scheduling

4. Conclusions
Multi-user joint processing and coordinated scheduling were studied in a common generic model. Parameters in TR 36.814 were used in the simulations, in particular, with default antenna orientation and radiation pattern. Overhead of DM-RS and CSI-RS were not taken into account. Two-cell CoMP was considered where each cell has two transmit antennas for joint processing and four transmit antennas for coordinated scheduling. Preliminary results showed that in Case 1 environment, joint processing provides about 11% and 50% improvement of average cell throughput and cell edge throughput, respectively. Less gain was observed from coordinated scheduling: 3.5% for average throughput and 20% in cell edge throughput, although its absolute average throughput is higher due to the single cell 4x2 SU-MIMO for non-CoMP users. The simulation study seems to suggest:

· Multi-user joint processing has the potential to further improve the cell throughput

· Trade-off between joint processing and coordinated scheduling/beamforming: absolute average throughput vs. cost of putting more antennas at each cell
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