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1.1. Introduction

In #53 meeting in Kansas City, RAN1 has agreed to a Data MCS and control information MCS linkage formula when control information is to be transmitted in PUSCH. This contribution touches on some of the issues with the current definition of code rate used in the agreed MCS linkage formula, and proposes a new definition of code rate.
2.1. Problems with control information MCS formulation
The number of REs occupied by the control information in PUSCH is determined by formula (1). The formula was intended to use the code rate of the data transmitted on PUSCH, factor in the different operating range of data and control information and factor in the different coding scheme of data and control information and calculate the number of REs for control.
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The Nx is the payload size of the control information ‘X’ (including CRC bit if any), Mx is the number of RE to be used by control information ‘X’, Qm is the modulation order of Data, CRdata is the code rate of data, and finally ∆x is the offset value which compensates the difference in operating point (in terms of target BLER) and the difference in coding scheme. In formula (1) the modulation order of data is used because we already agreed to use the same modulation order between data and control.
The current specification of 36.212 defines the code rate as the virtual code rate of data, if the PUSCH only contains data information bits. This can be expressed in equation (2), where MPUSCH is the number of usable REs in the PUSCH, and Ndata is the payload size of data including CRC bits.
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The first problem arises from the fact the code rate which the number of REs to be used by the control information is derived from the “virtual” code rate of data. The term “virtual” is used to express the fact data and control are rate matched into the PUSCH, so the data encoded bits will actually never occupy the entire PUSCH. This means that the depending on the control information occupied REs calculated by formula (1), the REs occupied by data information is changed, changing the effective code rate of data.
This definition of code rate makes the effective code rate of data far higher than what the definition of code rate states. To give a quick example of what this means, we assume the payload size of data is 100 bits, the payload size of control to be 50 bits, the offset value is assumed to be 0dB for simplicity, the modulation order to be QPSK, the total number of REs in PUSCH to be 200. From the current definition of code rate we can calculate the code rate which the control information will use to get the number of REs to be occupied by control. In this example the code rate is 1/4.
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From this we can now calculate the REs to be occupied by control and data.

[image: image4.wmf]100

1

2

4

50

10

1

10

=

ú

ú

ú

ú

ù

ê

ê

ê

ê

é

×

=

ú

ú

ú

ú

ú

ù

ê

ê

ê

ê

ê

é

×

×

=

D

-

X

m

data

X

X

Q

CR

N

M



[image: image5.wmf]100

100

200

=

-

=

-

=

X

PUSCH

data

M

M

M


We can see that data and control occupies 100 REs in the PUSCH each. Since the code rate of data was calculated assuming the data information occupies the entire PUSCH, the resulting effective code rate of data has now changed due to transmission of control information. If we were to calculate the effective code rate of data, it would as below.
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We can see that the effective code rate of data information has increased due to transmission of control in this kind of code rate definition. The increase in code rate for data will then result in different target BLER for data then what the control information had assumed. This means that even if the system wants to operate the target BLER for data at 10% for example, when data is multiplexed with control, the BLER of the PUSCH data will increase when control is multiplexed. With this kind of code rate definition the system can have abnormal operating BLER for data, resulting in more retransmission in the uplink, then what the system is trying to operate in.
The second problem with this kind of code rate definition is that depending on the payload size of data, control, and the offset value, the number of REs used for data can be a negative value. This error in the number of REs formulation can happen when the payload size of data is smaller than the sum of payload size of CQI/PMI factored by the CQI/PMI offset and payload size of Rank factored by the Rank offset. Just to give a typical example which can happen, let's assume that the system has allocated 1RB for PUSCH, and the data payload size is 40 + 24 (CRC) = 64, which is the MCS index 4. In this case since the data payload size is small, the system has triggered aperiodic CQI in the same PUSCH. If the system was operating in 20MHz, and the aperiodic CQI happens to be mode 3-1, the CQI payload size will be 64 + 8 (CRC) = 72 bits. At the same time the Rank can be 2 bits. Assuming very lenient offset values 0dB for CQI and 1dB for Rank, we can calculate the number of REs used for CQI and Rank.
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From the calculation we get 162 RE for CQI, 6 RE for Rank, and negative 62 RE for data. The RE required for CQI has already surpassed the REs which can be fitted into 1 RB. This clearly is an error in the formulation. According to simulation results [1][2], the offset value for CQI and Rank can be as high as 6dB or more. This means that when the offset value of CQI and Rank information is high, aperiodic CQI transmissions cannot use large portion of the TBSs for 1, 2, 3, and 4 RBs. The cases when this second problem occurs are when the following equation (3) is satisfied.
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3.1. Proposal for the definition of code rate
The two problems with the current definition of code rate essentially happen because the reference code rate of control information and the effective code rate of data are different. If we were to define a new definition of code rate where reference code rate which the control information uses to calculate the number of occupied REs, and the effective code rate of data, we would not have these problems. Since the effective code rate of data will be consistently a factored value (by the offset value) of the code rate of control, the data target BLER and the control target BLER can be both met at the same time, also if the code rate values are the same for data and control the negative REs errors.
The key question is how to calculate a reference code rate which represents the effective code rate of data, when the effective code rate of data is dependent on the number of REs used by control. We can define a new code rate using simple mathematical theorem of equality (4).
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With theorem (4) we utilize the fact reference code rate of CQI/PMI, Rank, and data are equal, and can derive the following equality.
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Before we know the code rate we do not know the number of REs occupied by data, CQI/PMI, and Rank, at first it looks as if we will need some form of iterative calculation of code rate, but since we know the fact that data, CQI/PMI, and Rank are rate matched and therefore the total number of RE occupied by data, CQI/PMI and Rank is equal to the REs in PUSCH, we can calculate the reference code rate with theorem (4), as shown in equation (5).
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	(5)


 Equation (5) is the new definition of code rate, which we propose to adopt in TS36.212. Using the new definition we can calculate the number of RE occupied by CQI/PMI and Rank first, and then calculate the number of RE occupied by Data second. To see if this definition of code rate works, we re-iterate the example given above.
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We can see that data and CQI have the same effective code rate (since offset of CQI is 0dB) and the effective code of Rank is slightly lower than data and CQI due to offset value of 1dB.
4.1. Conclusion

In conclusion we propose to adopt the new definition of code rate in the control information MCS calculation formulation. The proposed definition of code rate is as follows;
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Ndata is the payload size of data including any CRC, NCQI is the payload size of CQI/PMI including CRC if any, NRank is the payload size of Rank information, MPUSCH is the number of usable REs in the PUSCH transmission, Qm is the modulation order, and ∆CQI , and ∆Rank is the offset value of CQI/PMI and Rank respectively.
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