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1. Introduction
After the substantial progress in RAN1#49bis [1], there are only few remaining details related to the standardization of single-user MIMO (SU-MIMO) for the E-UTRA. This contribution attempts to summarize some of the remaining details and suggests the corresponding closures. While some of the issues are directly related to TS36.211, they also affect TS36.213 and even TS36.212. 
2. Outstanding Details for SU-MIMO
In this section, we cover the outstanding issues.
2.1. 2-TX Codebook
Some criteria were decided in selecting the codebook for 4-TX scenario, one of which is the constant modulus criterion. This criterion was chosen to ensure PA balance at the eNB. This criterion, however, is not fully reflected in the 2-TX codebook as the codebook contains the antenna selection (AS) components [2] as pointed out by some companies. As a consequence, the antenna selection components may not be used together with the constant modulus components, or vice versa. One may expect a better codebook when the AS components are replaced with some constant modulus components. Another consideration is related to the codebook size of (6, 3) for rank-1 and rank-2 transmissions, respectively. In terms of the PMI feedback, one PMI feedback requires 3 and 2 bits, respectively. This, however, can potentially be used to signal a size (8, 4) codebook.  The same can be said regarding the downlink control signalling support.
When the AS components are left out, the current 2-TX codebook is reduced to a size (4, 2) constant modulus (DFT) codebook. Considering the potential increase in codebook size to (8, 4) without increasing the feedback overhead, we now compare the link-level performance of three different 2-TX constant modulus DFT codebooks:
1. Codebook 1: size (4, 2) – the constant modulus subset of the current 2-TX codebook with QPSK alphabet
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2. Codebook 2: size (6, 3) – the constant modulus subset of the 1-6-1 codebook proposed in [3] with 6-PSK alphabet

[image: image2.wmf]ú

û

ù

ê

ë

é

-

ú

û

ù

ê

ë

é

-

ú

û

ù

ê

ë

é

-

3

/

2

3

/

2

3

/

3

/

1

1

,

1

1

,

1

1

1

1

p

p

p

p

j

j

j

j

e

e

e

e








(2)
3. Codebook 3: size (8, 4) – an expanded constant modulus DFT codebook with 8-PSK alphabet
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Note that both Codebook 1 and Codebook 2 still allow the inclusion of the AS components while keeping the same feedback overhead (3 and 2 bits for rank-1 and 2, respectively). Codebook 3, on the other hand, requires the removal of the AS components to keep the same feedback overhead. The simulation assumptions are given in the Appendix. The results are depicted in Figures 1 and 2.
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Figure 1. Link level results for TU channel with R=0 (a) Absolute throughput (b) Relative throughput
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Figure 2. Link level results for TU channel with R=0.5 (a) Absolute throughput (b) Relative throughput

Observe that the difference in performance is marginal for the simulated scenarios. Hence, all the following three alternatives are almost equally good in terms of performance:

1. Size (6, 3) codebook in [2] – no change, include AS components 

2. Size (8, 4) 1-6-1 codebook – include AS components
3. Size (8, 4) constant modulus DFT codebook – exclude AS components

To make the best use of the available feedback bits, alternative 2 or 3 is desirable. From UE complexity perspective, however, alternative 1 may be preferred since it is based on QPSK alphabet. Note that codebook subset selection needs to be applied for alternatives 1 and 2 to avoid PA imbalance. Overall, there is no compelling reason to change the current 2-TX codebook in the specification. 
2.2. Codebook Subset Selection
Codebook subset selection was also agreed as a means for the eNB to select a subset of the codebook for various reasons [4]. Some aspects of codebook subset selection are as follows:
1. To avoid unnecessary increase in the number of control formats, it is recommended that the same signalling format be used regardless the size of the subset. That is, 2-3 bits are used for the 2-TX scenario and 4 bits are used for the 4-TX transmission. 
2. The selection should be performed in a long-term basis, e.g. per RRC connection or session. In this sense, higher layer signalling should be used to communicate the subset selection to the UE. 
3. Since there may be a number of reasons and parameters to be considered in the subset selection (e.g. deployment scenario, channel property, codebook size reduction for higher speed operation), a simple and the most flexible way to signal the selection is via a length-N bitmap where N is the codebook size.  Some additional restrictions may be imposed to ensure proper operation and potential reduction in the signalling load. For instance, the selection shall ensure the support for rank override. In this case, a rank-specific bitmap may not be necessary.
4. The UE responds to the higher layer signalling for the codebook subset restriction and performs pre-coding matrix/vector selection only within the subset specified by the eNB. 
2.3. Large Delay CDD

The currently agreed-upon large delay CDD structure is as follows [2]:
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Since 
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is the DFT matrix and 
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is the cyclic layer permutation matrix with the periodicity of NRANK sub-carriers. Hence, (4) can be written as follows:
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Here, 
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 is the effective pre-coding matrix relative to the layer-permuted symbol vector
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. It should be noted, however, that the resulting pre-coding matrix 
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 does not possess the same properties as the original pre-coding matrix
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An alternative structure proposed in [5] is 
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. This structure maintains the original pre-coding matrix 
[image: image20.wmf])
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relative to the layer-permuted symbol vector. Hence, if implemented relative to the layer-permuted symbol vector, the alternative structure uses the same codebook as that for zero- or small-delay CDD. 
With the current structure, the U-transformed codebook does not retain several properties of the original codebook such as the element-wise constant modulus, nested structure, and the 8PSK alphabet for the 4-TX codebook. While this seems to be a serious drawback for the current structure: 
1. PA balance: The violation of the constant modulus property still fulfils PA balance condition as long as the nested structure does not have to be fulfilled. This is because
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, which is the original transmit data covariance matrix. 
2. Pre-coder selection: When large-delay CDD is applied, pre-coder selection can still be performed independent from U. Several examples are given in Appendix B for both LMMSE and SIC receivers. Note that there are pre-coder selection schemes for large-delay CDD which requires the inclusion of U. In this case, the change from 
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 affects the selection complexity. Hence, this issue is largely an implemented-specific as well as receiver-specific. 
In addition, the above issues need to be evaluated in the context of large-delay CDD operation. It has been suggested that large-delay CDD operation is more suitably operated with a fixed pre-coder (see, e.g. [9]). This is because large-delay CDD is mainly intended to improve the system performance at higher UE speeds where the performance of short-term pre-coding tends to be compromised and/or longer-term CQI is more appropriate. In this case, dynamic pre-coder adaptation/selection, including pre-coder rank override, is not expected. Therefore, the complexity of pre-coder selection is less of an issue.
Hence, while the current large delay structure does not retain the properties of the original codebook if viewed from the layer-permuted symbol vector, the goals achieved by those properties can still be retained to a certain extent within the context of large-delay CDD operation. Considering the above, we found no strong/compelling reason to modify the current large-delay structure, although the modification proposed in [5] is a viable large-delay CDD alternative.
2.4. SU-MIMO Operation at High UE Speed
At a very high UE speed (e.g. 120kmph), pre-coding may not function very well as the PMI feedback becomes stale. In this case, transmit diversity becomes useful for PDSCH. In addition, it is possible to operate spatial multiplexing (SM) at high UE speed, for example, with the large-delay CDD or a simple SM with a fixed pre-coding matrix. 
To support both transmit diversity and spatial multiplexing, sufficient signalling support may be required. It was demonstrated in [6, 7] that the preferred rank varies slowly even for sufficiently high UE speed. For higher UE speed, rank adaptation may still be functional and can be based on a long-term channel characteristic (i.e. more averaging is done at the UE). The support for rank adaptation enables the use of TX diversity in conjunction with SM. Hence, we recommend the support for rank adaptation procedure even at higher UE speed. This can be done by reusing the existing signalling support for SU-MIMO. 
2.5. Downlink Signalling Support

The downlink signalling support for SU-MIMO lies primarily on the PDCCH to signal the transmission rank and selected pre-coding matrices. For signalling the pre-coding matrices, it is also possible to use dedicated RS for verification [8].
 These two candidates should be compared by considering the following aspects:
1. Since frequency-selective pre-coding is supported, the selected scheme should offer a better solution (in terms of performance and overhead) for frequency-selective pre-coding.
2. The selected scheme should not unnecessarily complicate the UE operation. For example, if the pre-coder signalling is performed via the PDCCH, we need to ensure that the PDCCH decoding complexity (e.g. the number of blind decoding hypotheses) is manageable. 
3. Conclusion
In this contribution, some of the remaining details for SU-MIMO are discussed and some recommendations are made towards the closure of the issues. 
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Appendix A: Simulation Assumptions

Table A1 gives the link level simulation assumptions.

TABLE A1: Link Level Simulation Assumptions
	PARAMETER
	VALUES

	UE Speed
	3 kmph

	Number of Node-B antennas
	2

	Number of UE antennas
	2

	System Bandwidth
	5 MHz

	Resource Block Bandwidth
	180 kHz 

	Channel model
	TU profile with spatial correlation of 0 and 0.5

	Modulation Schemes
	QPSK r = 1/5, 1/4, 1/3, 2/5, ½, 3/5, 2/3, ¾ 

16QAM r = 2/5, 9/20, ½, 11/20, 3/5, 2/3, ¾, 4/5, 5/6 

64QAM r = 3/5, 5/8, 2/3, 17/24, ¾, 4/5, 5/6   

	TTI duration
	1.0 ms (14 OFDM symbols)

	CQI feedback delay
	4 TTIs

	CQI Feedback Error
	Error-free CQI feedback assumed

	HARQ Feedback Delay
	8 TTIs. Error-free ACK/NACK assumed

	Max Number of HARQ Retransmissions
	3

	Precoding
	Precoder index fed back for each cluster of 5 RBs 

	MIMO Decoder
	LMMSE 

	Scheduling Details
	MCS fixed across the transmission band. 


Appendix B: Pre-coder Selection for Large-Delay CDD
When SIC receiver is used, pre-coding matrix selection may use the capacity (mutual information) metric as SIC asymptotically achieves the open-loop capacity. 
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Using the identity
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, it can be shown that the capacity metric does not depend on U since
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Hence, the pre-coder selection with SIC receiver with the current large-delay CDD structure does not depend on U and is only a function of the original pre-coder W(i). 
The large-delay CDD introduces interleaving across the spatial layers and thus emulates the single codeword (SCW) MIMO. With LMMSE receiver, this ensures that all the spatial layers experience equal SINR. While the same capacity metric in (6) can be used for this scenario, another simple metric for pre-coder selection is the joint (single codeword) SINR metric:
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Using the identity
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, it can be shown that the SINR metric does not depend on U since
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(9)
Hence, the above pre-coder selection scheme does not depend on U and is only a function of the original pre-coder W(i). 
























































































































































































































� Note that the dedicated RS for verification is expected to incur smaller overhead compared to the dedicated RS for demodulation
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