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1. Introduction
The present LTE channel coding specification [1] inherits the bit-reversed ordering of the CRC field on shared transport and control channels from the corresponding UTRAN specifications [2, 3]. In this contribution, we recall the reasons for such bit reversal in UTRAN and explain why they may no longer be present in LTE. Since CRC bit reversal incurs some computational overhead, it would be preferable to adopt natural CRC bit ordering in LTE, in line with e.g. GSM [4].
2. Discussion

2.1. CRC Calculation

For convenience, we quote below the relevant section from the current LTE specification [1], which is identical to the UTRAN specification [2, 3] except for lack of transport channel and transport block indexing.

--------------------------------------------------------------- start quote --------------------------------------------------------------
5.1.1
CRC calculation

Denote the input bits to the CRC computation by 
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, and the parity bits by 
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. A is the size of the input sequence and L is the number of parity bits. The parity bits are generated by one of the following cyclic generator polynomials:

-
gCRC24(D) = [D24 + D23 + D6 + D5 + D + 1] for a CRC length L = 24, and;

-
gCRC16(D) = [D16 + D12 + D5 + 1] for a CRC length L = 16.

The encoding is performed in a systematic form, which means that in GF(2), the polynomial:
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yields a remainder equal to 0 when divided by gCRC24(D), and the polynomial:
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yields a remainder equal to 0 when divided by gCRC16(D).

The bits after CRC attachment are denoted by 
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, where B = A+ L. The relation between ak and bk is:
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for k = 0, 1, 2, …, A-1
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 for k = A, A+1, A+2,..., A+L-1.

--------------------------------------------------------------- end quote --------------------------------------------------------------
2.2. Blind Transport Format Detection in UTRAN

In this section, we recall the motivation for CRC bit order reversal in UTRAN after [5, 6], namely improving blind transport format detection (BTFD) reliability on the DL DCH transport channel. The conditions under which BTFD on a given DL DCH takes place can be characterized as follows:

· The unknown transport block size (TBS) may vary with a small granularity, smaller than the CRC length L.

· The coding rate is fixed, irrespective of TBS.
· As a result, the physical resource actually taken up by the DL DCH is transport format (i.e. TBS) dependent. The physical resource is pre-allocated for the largest TBS. For smaller TBSs, DTX is used on the pre-allocated yet unused physical resource.

The above strategy is a consequence of adopting fast power control instead of AMC for link adaptation.
Consider what happens when a slot format with NTFCI=0 is selected for the DL DPCH, leading to blind transport format detection in the receiver (assuming that transport format set size is > 1). Since the rate matching is dimensioned such that the coding rate for different TFs is fixed, the physical resource actually taken up by different TFs varies. That is, the starting position is known for a TrCH (fixed TrCH position), but not the end position or the CRC position.
Natural CRC Bit Order

Figure 1 shows an example of two blind decoding attempts in the case of natural CRC bit ordering when no FEC is applied. The first attempt assumes transport block length K, which is correct, hence the starting position of the CRC also happens to be correct. The second attempt assumes transport block length K-1, which is incorrect, hence the assumed starting position of the CRC is incorrect, too. The figure shows the transport block followed by the CRC field after FEC decoding. The CRC length is known to the receiver and error-free reception is assumed.

[image: image8.emf]K-2 L-2 K-1 0 2 1 ... 0 2 1 L-1 ...

K-2 L-2 K-1 0 2 1 ... 0 2 1 ...

a

i

p

i

a'

i

p'

i

1st attempt:

TBS=K ?

2nd attempt:

TBS=K-1 ?


Figure 1  Illustration of blind decoding, natural CRC bit order.
For the 1st illustrated decoding attempt the CRC passes, i.e. the following polynomial division over GF(2) holds:
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(1)
where a(D) is the polynomial formed from the transport block ai of length K, p(D) is the CRC of length L, g(D) is the generator polynomial of length L+1 and q(D) is the (expendable) quotient.
For the 2nd illustrated decoding attempt the receiver will evaluate the following:
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(2)
Observe that the final expression above will yield remainder = 0 if 
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 then q(D) is divisible by D (or equivalently the binary representation q(D) is even – divisible by 2). To see this, consider equation (1): if 
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 then the binary representation of the numerator is even. The binary representation of g(D) is odd (by definition), hence the binary representation of q(D) is necessarily even. Thus, a false CRC pass will occur with a high probability.
The above example illustrated the case where the hypothesized transport block length is equal K-1; similar analysis can be performed for other values, leading to the general conclusion that a false CRC pass likelihood is relatively high when performing BTFD on a DL DCH whose allowed transport block sizes lie in the narrow range K-L... K+L.

Reverse CRC Bit Order
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Figure 2  Illustration of blind decoding, reversed CRC bit order.

Figure 2 illustrates what happens with reverse CRC bit ordering. The BTFD attempt for K​-1 will evaluate the following:



[image: image15.wmf](

)

(

)

(

)

(

)

[

]

(

)

[

]

(

)

(

)

(

)

(

)

(

)

1

16

1

17

0

2

1

15

0

1

1

1

)

(

-

-

-

-

-

ú

û

ù

ê

ë

é

+

+

+

+

+

=

=

+

-

+

-

=

¢

¢

+

¢

¢

D

D

g

D

D

a

D

p

D

D

p

D

q

D

g

a

D

D

p

D

p

D

D

a

D

a

D

g

D

p

D

D

a

A

K

L

K

L








(3)
which does not reduce in a simple manner and thus succeeds in lowering the false positive probability. The following figure shows the performance of bit reversal.
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Figure 3  The performance of natural (‘End of data’) and reverse (‘End + Reverse’) CRC bit ordering.
Reproduced from [5].

2.3. Blind Transport Format Detection in LTE

As we learnt from the previous sections, CRC bit reversal can reduce the false positive CRC detection rate for BTFD under the following conditions:

· The transport format set includes a number of transport block sizes, mapped onto a proportional physical resource (the coding rate is fixed irrespective of TBS), and
· The starting point of the CRC field is not known, and

· Hypothesis testing is required in the range of -L...+L bits around the correct CRC starting position, where L is the CRC length.
However, these conditions will not occur on the normally scheduled shared channels in LTE, in contrast to the DCH in UTRAN. It seems also likely that they will not occur on the signalling channels, or on the shared channels in the case of persistent scheduling, although it is preferable to wait until these topics are concluded.
Finally, it should be stressed that our analysis of false CRC detection is simplified in a way that may exaggerate the bit reversal benefits. For example, in line with [5], we ignored the presence and impact of the interleaving, FEC coding and rate matching. For each incorrect hypothesis, these will be incorrectly dimensioned and thus likely to result in a CRC failure. We stop short of discussing these issues further; instead we remark that the current UTRA TDD specification [3] as well as earlier UTRA FDD specifications, e.g. [7], include a “No coding” option for the DCH, which might lead to the scenario pointed out in [5] and analysed in this contribution (the “No coding” option was removed from later FDD releases).
2.4. Benefits of Natural CRC Bit Ordering

Natural CRC bit ordering leads to a simplified and more efficient implementation in both the transmitter and receiver. Obviously, the need for reversing the CRC field is avoided. The receiver can perform a straightforward CRC check over the entire block (including the CRC); the CRC pass is declared if the result evaluates to 0.
3. Proposal

Based on the above discussion, it appears that natural CRC bit ordering is appropriate for the LTE channel coding specification. Implementing natural CRC bit ordering could be worded as follows (section 5.1.1):
--------------------------------------------
The bits after CRC attachment are denoted by 
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for k = A, A+1, A+2,..., A+L-1.

--------------------------------------------

A change would also be required to section 5.3.3.1
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