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1. Introduction

Uplink inter-cell power control has been regarded as an important way for uplink inter-cell-interference mitigation technique [1] and the corresponding algorithms [2-8] have been discussed for a long time. The basic goal of uplink inter-cell power control is to control the bad impact of inter-cell interference on system performance to an acceptable level. In RAN1#48bis meeting, the followings are agreed as working assumption for inter-cell power control method. [1].

· Cell wide overload indicator (OI) exchanged over X2 on a slow basis

· Neighbouring eNode-B can control individual UEs served by that eNode-B through it’s scheduler based on OI and available knowledge (e.g. path-loss obtained from normal handover measurements)

In this paper, we discuss the overload indicator signal and then suggest an inter-cell uplink power control based on overload indicator and modified IoT measurement for E-UTRA.  The details of the modified interference-over-thermal (IoT) methods are involved in the R1-072909.
2. Overload Indicator Signal 
Frequency Dependency
The overload indicator can either be common for the whole frequency band, or frequency dependent. The whole frequency band indicator can not reflect the interference level in each frequency bin especially at large bandwidth. The frequency dependency indicator has the high granularity but there are some problems also. If overload indicator is frequency dependent, in the period of inter-cell power control or the X2 delay period, the cell edge UE with strong interference to surrounding cells can be scheduling at different frequency bin, and two surrounding cell’s UE at the same frequency bin with strong interference but each of them are not case strong interference enough, how to enables the potential interfering cells to distinguish which UE that are causing interference, the eNode-B knows its scheduling history but not other eNode-Bs does. On the other hand, employing OI transmissions for each transmission band bin in every TTI is not realistic considering the control signaling overhead for the OI through the backhaul even if the control delay of the OI is 20 msec. One way to lighten the load on the X2 interface is to send the overload indicator only in events of overload and only for resource blocks overloaded but how other cell use this information?  For instance, cell 1 generates OI with only sub-band N overloaded, and this signal is transmitted over X2 to the nearby sectors. How the nearby sectors detect where the interference is caused by its UE? Accordingly, the OI transmission method causes a dilemma between the achievable gain and an increase in the signaling overhead.
Absolute or Relative?

Absolute is preferred. The relative value only distinguish the interference exceed or lower than a reference level and does not reveal to what extent the cell is overloaded.
Signalling scheme
The definition of ‘OI unit bandwidth’ used in the description below is the smallest spectral bandwidth of which a single OI value is assigned.  DCT significant-M, which transforms all OI units’ measurements to equal-numbered DCT coefficients and transmits 
· The DC coefficient of the DCT transformed OIs

· M-1 strongest power DCT coefficients;

· The indices of the M-1 DCT coefficients.
DCT significant M takes advantage of the fact that some of the DCT coefficients of Interference are close to zero or small enough to be discarded. This scheme reports the most significant DCT coefficients over X2 interface which are needed to reconstruction of OI measurements. The surrounding eNode-Bs to reconstruct the OI measurements by received DCT coefficients. Since certain coefficients are chosen to be reported the location index of each coefficient is also transmitted. The DC component of the DCT coefficient is the most important coefficient so it is always reported back, which means only M-1 most powerful coefficients are reported other than the DC component. 

The overhead consumption of the DCT significant M and full OI reporting schemes are compared in Table 1. By assuming each full OI unit or DCT coefficient is represented by five bits 
Table 1.  Overhead comparison of DCT significant M and full OI reporting schemes

	Scheme
	Signalling Cost (bits)
	20MHz BW
(M=5, NOIU=50*)


	Full OI unit 
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	43 bits


*NOIU is the total number of OI unit, 1 OI unit =2 RBs

3. Inter-cell PC scheme 

In the inter-cell power control periods, each cell receives the overload indicator exchanged over X2 from its immediate neighbouring cells. The overload indicator can simply be measured by the Interference over Thermal (IoT) from uplink data channel in cells. For example, in a 19 eNode-B system with 3 cells per eNode-B (cell indices are shown in Figure 1), cell 1 receives overload indicator from cells (2, 3, 5, 8, 9, 12). Each cell sums up all immediate neighbouring cells overload indicators and compares it (denoted as SumOI) to two thresholds. If SumOI is exceeds a threshold, denoted as IoTThreshH, or lower than a threshold, denoted as IoTThreshL, the eNode-B broadcast its neighbouring cells overload indicators on downlink and request UEs in its cell to adjusting their Tx power. The UEs then adapt their transmission power accordingly. Otherwise, the UEs in that cell ignore inter-cell power control instruction in this power control periods. Each UE which ongoing the inter-cell power control process obtains it’s approximately location by calculating the path loss difference between the serving eNode-B and the strongest neighbouring cell. The specifically UE’s PC step should take into consideration the difference between cell’s edge users and central users.
The reason of using the sum of overload indicator to trigger the inter-cell power control is that it is not reasonable while the interference of one immediate neighbouring cells exceed the threshold leading the cell reduce the UE power, but the interference are not introduced by this cell.
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Figure 1. The cell indices of 19 cells with 57 sectors configuration
4. Simulation Assumptions and Results
4.1. Simulation Assumption 
The power control formula for PUSCH is:
P = min ( Pmax ,  10 log M + Po + α x PL)

· UE obeys the power setting formulation based on the parameters signalled by the network and the PSD is controlled.
· M is the number of assigned RBs (based on UL grant) 

· Po is a cell specific parameter that is broadcasted (default value)

· α is cell specific path loss compensation factor (can be set to one to allow full path loss compensation)

· PL is downlink pathloss calculated in the UE
Table 2 shows the simulation parameters related to the intra- and inter-cell PC schemes. It is obviously that the IoT is not accurate enough to reflect the interference impact and the modified IoT value are used to reflect uplink interference power by inter-cell PC in the simulation [9].
Table 2 – Simulation parameters related to inter-cell TPC schemes
	PUSCH intra-cell PC
	Po
	5

	
	α
	0.7

	
	Period
	each new packet

	Inter-cell PC
	IoT threshold for overload
	5dB

	
	Period
	20ms

	
	Signaling method
	five-bit indicator over X2
-10~20dB

	
	Maximum Tx power reduction by overload indicator
	10dB

	
	IoT measurement
	Refer to R1-072909

	
	PC adjusted Step
	Cell edge UE used larger step


Table 3 lists the major parameters in the system-level simulation. 
Table 3 – Simulation parameters
	Cellular layout
	Hexagonal grid, 19 cell sites,3 cells per site

	Reuse
	1

	Inter-site distance
	500m, Case 1

	Minimum distance between UE and cell site
	35m

	Maximum UE transmission power
	24dBm

	UE antenna gain
	0dBi

	Distance dependent path loss
	128.1+37.6log10(r),  r: kilometres

	Shadowing standard deviation
	8dB

	Correlation distance of shadowing
	50m

	Shadowing correlation
	0.5(inter-site)/1.0(intra-site)

	Channel model
	6-ray Typical Urban

	UE speed
	3km/h

	eNode-B receiver antennas Number, pattern(antenna gain)
	2, 70-degree sectored beam(14dBi)

	eNode-B noise figure
	5dB

	Measurement Bandwidth
	5MHz (25PRB)

	Sub-frame length
	1 msec

	Traffic model
	Full Buffer

	Scheduling algorithm
	PF frequency selective scheduling

	MCSs
	14(QPSK,16QAM)

	Control delay(scheduling, AMC)
	4msec

	ACK/NAK errors
	4%

	HARQ Combining scheme
	Chase combining

	HARQ process Number
	3

	Hard handover hysteresis
	0dB


4.2. Numerical Results
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Figure 2. Mean system and cell edge (5th percentile) spectrum efficiency as a function of the average number of     users per cell. The outperforming gain of proposed PC scheme is significant at low load values and decreases at higher loads. 
Figure 2 shows mean system and cell edge (5th percentile) spectrum efficiency simulation results for a small system consisting of 19 cells under difference cell load with/without inter-cell PC. At low load values, the 5% tile user spectrum efficiency of proposed inter-cell PC schemes are almost 2 times than the without inter-cell PC schemes. In system spectrum efficiency, the proposed schemes also outperform than the case of intra-cell PC only. Figure 3 shows cumulative distribution function (C.D.F) of uplink data channel IoT with various cell loads. Thanks to the inter-cell PC, the IoT of each sectors are around 5dB nicely, which is IoT threshold for overload at the different cell load with standard deviation 0.13dB. The resulting transmission power for both schemes is shown in Figure 4. Also regarding power consumption and battery lifetime the proposed algorithm for inter-cell-interference mitigation is a good solution. 
The Numerical results are summarized in Table 4. The proposed PC algorithm can maintain cell-edge coverage with acceptable cell edge performance and achieve high spectral efficiency simultaneously. 
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Figure 3. Uplink IoT of Proposed PC scheme                 Figure 4. Uplink transmit power (10users/sector)
Table 4 – Numerical results of Proposed PC and No inter-cell PC on throughput, spectrum efficiency and IoT
	Metric

	Proposed inter-cell PC
	No inter-cell PC

	
	Sector

[Mbps,

bit/s/Hz]
	Mean

user
[Mbps,

bit/s/Hz]
	5%-ile User
[Mbps,

bit/s/Hz]
	IoT [dB]
	Sector

[Mbps,

bit/s/Hz]
	Mean 
user
[Mbps,

bit/s/Hz]
	5%-ile User
[Mbps,

bit/s/Hz]
	IoT [dB]

	5users/Sec
	4.840
	0.970
	0.340
	5.15
	4.630
	0.926
	0.190
	5.27

	
	0.968
	0.194
	0.068
	
	0.926
	0.185
	0.038
	

	7users/Sec
	5.030
	0.719
	0.225
	5.19
	4.640
	0.663
	0.170
	5.74

	
	1.006
	0.144
	0.045
	
	0.927
	0.132
	0.034
	

	10users/Sec
	5.030
	0.500
	0.150
	5.17
	5.000
	0.500
	0.100
	6.18

	
	1.006
	0.100
	0.030
	
	1.000
	0.100
	0.021
	

	15users/Sec
	5.050
	0.337
	0.090
	5.20
	5.000
	0.333
	0.050
	6.45

	
	1.010
	0.067
	0.018
	
	1.000
	0.067
	0.010
	


5. Conclusions
In this contribution, we discuss the overload indicator signalling and presented our inter-cell PC algorithm based on overload indicator (OI) generated according to modified IoT measurements. The simulation results showed that the use of inter-cell PC in addition to the intra-cell PC improves both the average user throughput and cell edge user throughput and the algorithms controls interference to an acceptable level. From the operator viewpoint, it is highly desirable that the E-UTRA achieves high user/cell spectrum efficiency under minimal interference power. Therefore, we recommend adopting the concept of proposed inter-cell PC algorithm based on the overload indicator. The overload indicator is frequency independent and absolute.
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