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1 Introduction
It has been agreed in RAN1#49 Kobe to adopt a rate matching algorithm for LTE based on circular buffer structure [1—5]. Further optimization design of the sub-block interleaver is necessary. In [6], a new CBRM(σ=4,δ=4) design was proposed based on avoiding catastrophic puncturing patterns [7]. 
Puncturing pattern generated by CBRM has been researched by us, which also proves that the new CBRM algorithm avoids catastrophic puncturing at high coding rates and is capable of producing codeword of potentially higher Hamming weights over a wide range of code rates. In conclusion, performance improvement can be expected by the CBRM(σ=4,δ=4). 
2 Simulation 
2.1 Simulation assumption
Table 1 Simulation Parameters
	Common Code Structure
	LTE Turbo Coding [8]

	Rate Matching Algorithms and Redundancy Version
	1. CBRM(σ=2,δ=1)  
(RV=0. The starting positions are set at  ((6*i+1)*K/16(, i = 0 )
2. CBRM(σ=4,δ=4) 
(RV=0. The starting positions are set at  ((6*i+2)*K/16(, i = 0 )


	Coding Rates
	r = 0.6, 0.7, 0.8, 0.9

	Test Block Lengths
	For all QPP interleaver sizes K ≥ 288∙r

	Decoding Algorithm
	Improved Max-Log-MAP 

	Iterations
	6  (With early stopping criterion)

	Modulation
	BPSK

	Channel
	Static AWGN


2.2 Simulation results
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Figure 1 Required Eb/N0 at code rate r=0.6. BLER targets of 10%, 1%, 0.2%.
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Figure 2 Required Eb/N0 at code rate r=0.7. BLER targets of 10%, 1%, 0.2%.
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Figure 3 Required Eb/N0 at code rate r=0.8. BLER targets of 10%, 1%, 0.2%.
[image: image4.emf]10

3

4

4.5

5

5.5

6

6.5

Interleaver Size

Eb/No

Circular Buffer RM Rate 0.9 BLER = 1% BPSK



=4,



 =4



=2,



 =1 


Figure 4 Required Eb/N0 at code rate r=0.9. BLER targets of 1%.
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Figure 5 Required Eb/N0 at code rate r=0.9. BLER targets of 0.2%.
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Figure 6 Required Eb/N0 for CBRM (σ=4,δ=4) at code rate r=0.9 without early stopping criterion.
Interleaver sizes between 264 and 300, BLER targets of 1% and 0.2%.
2.3 Simulation analysis
In this document, we compare the performance of CBRM(σ=4,δ=4) and that of CBRM(σ=2,δ=1). In general, our simulation results indicate that CBRM(σ=4,δ=4) outperform CBRM(σ=2,δ=1) at a wide range of high code rates from 0.6 to 0.9.

According to our simulation results, the performance of CBRM(σ=4,δ=4) is compared with that of CBRM(σ=2,δ=1) in the case of rate 0.6 in Figure 1 and in the case of rate 0.7 in Figure 2, respectively. There are observable performance gains for the CBRM(σ=4,δ=4). For example at 0.2% BLER target, the gains are generally in the range of 0.05~0.1dB. Further, Four SNR spikes of at least 0.1 dB at K= 1792, 264 280 and 448 for the CBRM(σ=2,δ=1) algorithm, however no such spike is found for the CBRM(σ=4,δ=4) algorithm.

According to our simulation results, the performance of CBRM(σ=4,δ=4) is compared with that of CBRM(σ=2,δ=1) in the case of rate 0.8 in Figure 3 and in the case of rate 0.9 in Figure 4 and 5, respectively. the performances curves of CBRM(σ=4,δ=4) are more flat than CBRM(σ=2,δ=1). That’s to say, the number and the amplitude of the SNR spikes in the curves of CBRM(σ=4,δ=4) are less than those of the CBRM(σ=2,δ=1).

For rate 0.9 and BLER target 0.2%, there are very large SNR spikes at K= 264 and 296 in the curves of CBRM (σ=4δ=4) as shown in Figure 5. The reason is because an early-stopping criterion, which is a very common method applied in the practical turbo decoder, is used in our simulation.
We think that for not very high code rates, the early-stopping criterion leads to very little performance influence. However, in the situation of very high code rates (e.g., near 0.9) and short code lengths, as the hamming distance of the codes is very small, as a result the early-stopping criterion cause a very high error rate. 

We have re-simulated the CBRM(σ=4δ=4) at rate 0.9 with 6 iterations and without early-stopping criterion. The EbN0 results of BLER target 1%, 0.2% are shown in Figure 6.
3 Conclusion
According to our simulation results, we have concluded that the CBRM(σ=4,δ=4) algorithm proposed in [6] outperform the CBRM(σ=2,δ=1) over a wide range of code rates. Furthermore, the CBRM(σ=4,δ=4) algorithm shall not increase the implement complexity compare with the CBRM(σ=2,δ=1).
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