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1
Introduction
In [1] it was concluded that uplink power control was to be based on a closed-loop power control scheme around a set-point obtained by open loop techniques. In this contribution, we study open loop intra-cell power control with various closed loop inter-cell IOT management techniques and the effect of the update rates on the system level performance of the network. To calibrate the power control level we use the average Interference rise over Thermal (IoT) of the network.
2
Uplink Intra-cell/Inter-cell Power control
Intra-cell uplink power control is essential to ensure that the signal from each UE is received by the eNodeB with a desired signal strength (to dictate the QoS) and to limit the effect of interference to other cells. Inter-cell uplink power control helps control the amount of interference sent to/received from other cells and increase the predictability of the interference seen at each eNodeB. We will study the interaction of both schemes on the system level performance of an uplink E-UTRA network.  

In this study, we will use traditional power control to fully or partially compensate for the path-loss and shadow fading to each mobile. In traditional power control [2], each UE transmits at a power between the minimum and maximum transmit power to ensure that its signal received at the Node-B is equal to a fixed threshold. This threshold is common to all Node B’s in the network and to all mobiles in each sector. The mobile station power is derived as

Ms_poweri = max( min(Pmax,PLi+Pth), Pmin)
where Pmin is the minimum power transmitted by each mobile, Pmax is the maximum power transmitted by each mobile, and PLi is a mobile specific factor  derived from the path loss, shadowing and the Node-B antenna pattern. Finally, Pth is the fixed threshold defined by the ratio of signal power to thermal noise (note that all the variables are in dB). In this case, the variable parameter is the threshold. In the intra-cell power control scheme, we assume that there is a network wide parameter set to ensure that the IoT is calibrated to a fixed level. 
Both open loop [4] , closed loop [5], [6] and network based [3] methods have been proposed to manage the inter-cell interference. To study their interaction, we will assume that each base station sends out an overload indicator if its IoT exceeds a set threshold. This could be Over-The-Air (OTA) or through the network to a centralized controller. Based on these assumptions, we will study the following schemes:

1. Pure closed loop inter-cell power control: We assume that the network intra-cell power control is fixed at a pre-determined level. Based on an OTA overload indicator, mobiles with the base station as their dominant interfering cell  increase or decrease their transmit power. We will assume this could be a fixed amount [6] or a fractional amount that depends on the ratio of the path loss to its serving base-station and interfering base station [5]. We assume that only mobiles that exceed an inter-cell SINR threshold can decode the IoT indicator and respond to it. 
2. Open loop with parameter adaptation with/without slow inter-cell IoT control: We assume that the network adapts the open loop power control parameter based on measurements sent through the back-bone of the network on a slow basis (for example see [3]). This information can includes the IoT, the dominant mobile interferers etc. We will study two schemes. One adapts the only open loop power control parameter (in this case, the power control threshold) till a mean/average IoT level is obtained in the network. The second method uses the additional IoT information to reduce the standard deviation of the IoT over the network.
3. Open loop with parameter adaptation and fast inter-cell IoT control: We assume that the open loop adaptation based on slow feedback over the backbone of the network is coupled with fast inter-cell IoT control based on OTA overload indicator transmission. 
We will show results for various intra-cell and inter-cell update rates. 

3
Results
For the simulation assumptions and methodology used, see Section 7. The table below lists the performance of the different PC types. It has as entries: 
· Intra-Cell PC: This column identifies the type of intra-cell power control calibration. It could be fixed to a value pre-determined by the network or have its parameter adapted based on the average IoT level in the network.

· Inter Cell PC: This column identifies the type of intra-cell power control technique. It could be a fast update technique based on the OTA IOT indicator or a slow-update technique based on network backhaul feedback or none at all. 

· Intra-Interval: This column shows the interval between intra-cell power control. 

· Inter-interval: This column shows the interval between inter-cell power control updates.

· Ave SE (bps/Hz): This is the average spectral efficiency transmitted per subframe per sector.
· Edge SE (bps/Hz): This is the 5% CDF of date rate transmitted per UE, a measure of the coverage of the network. 
· Mean IoT (dB): This is the average IoT of the base stations in the network. The power control algorithms are calibrated to this number. 
· Std IoT (dB): This is the standard deviation of IoT values in the network. 
· DELTA (dB): This is the change in the transmit power of the UE when directed by the IoT indicator to modify its power. DELTA can be a FIXED value (1dB) as in [6] or a fixed value multiplied by the RATIO of the path loss of the mobile to the serving base-station to the path loss of the mobile to the dominant interfering base station as in [5]. 
The results are detailed in the table below: 
	 
	Intra-cell PC
	Inter-cell PC
	Intra-Interval
	Inter-interval
	Ave SE
	Edge SE
	Mean IoT
	std IoT
	DELTA

	a
	Fixed
	fast (OTA)
	N/A
	5 ms
	0.5569
	0.0159
	4.59
	0.38
	N/A

	b
	Adapt (n/w)
	None
	30 ms
	N/A
	0.5419
	0.0279
	4.501
	0.54
	N/A

	c
	Adapt (n/w)
	slow (n/w)
	30 ms
	30 ms
	0.5962
	0.0218
	4.51
	0.51
	RATIO

	d
	Adapt (n/w)
	slow (n/w)
	30 ms
	30 ms
	0.559
	0.0117
	4.42
	0.51
	FIXED

	e
	Adapt (n/w)
	fast (OTA)
	50 ms
	5 ms
	0.5537
	0.0222
	4.59
	0.21
	RATIO

	f
	Adapt (n/w)
	fast (OTA)
	30 ms
	5 ms
	0.5653
	0.0214
	4.39
	0.44
	RATIO

	g
	Adapt (n/w)
	fast (OTA)
	30 ms
	5 ms
	0.5501
	0.0139
	4.44
	0.417
	FIXED


From the table above we see the following
1. If inter-cell PC based on an overload indicator is used, the DELTA value should be based on the RATIO method as we have better spectral efficiency and cell edge throughput. (Compare (c) and (d) or (f) and (g)).

2. In the simulation scenario used (case 1, see section 7), the loss in cell edge throughput from limiting the power of the users closer to the edge (i.e. those UEs that can decode the IoT indicator ), outweighs the benefits derived by improving the predictability of the interference distribution. As such, although there is an increase in the average SE, it is accompanied by a drop in the cell edge performance (compare (b) and (c)). 
3. Technique (a), no network adaptation with fast OTA inter-cell power control results in very tight IoT control (with a standard deviation of 0.38) but requires the network to have a good idea open loop power control threshold. Mis-calibration of the power control threshold could result in an unattainable IoT threshold.

4. Techniques (e), (f) and (g), intra-cell network adaptation with fast OTA inter-cell power control solve the problem highlighted in item 3 above. However, comparing (e) or (f) and (b) highlights the trade-off in the cell-edge, cell average performance with the OTA technique resulting in a lower cell edge performance. 
As such, we recommend technique (b). Note that these observations are for a slowly moving system or a system with time static shadowing. The performance of the schemes in a rapidly moving system or a system with time varying shadowing is FFS. 

4
Discussion

In this scenario, the performance of the network based adaptation is comparable with the performance of the OTA scheme. In addition, it reduces the amount of data required for feedback by the UE. If the UE autonomously reduces it power based on the OTA indicator, it needs to communicate this to the serving base station to enable proper scheduling. A situation could arise in which it is assigned a number of resource blocks at an MCS level supportable by its previous transmit power but impossible to support with the change in transmit power. As such, the mobile needs to send the eNodeB information about the change in transmit power and, if assigned resources before it can report this information, send its data at its supportable rate with additional information detailing the parameters such as MCS and power level used. This does not happen in the network based adaptation scheme. 
5
Conclusions

This contribution shows the need for an open loop parameter adaptation technique. Slow network based adaptation is shown to achieve comparable results with less over-the-air network traffic than fast Over-the-Air adaptation for the scenario studied. 
If fast OTA inter-cell interference is used, there needs to be a mechanism for the UE to report this change to it serving base station and if resources are allocated before the report, to transmit at a supportable configuration and communicate this supportable configuration simultaneously to the eNodeB. 
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7
Simulation Parameters and Setup
The performance will be studied in the following E-UTRA scenario.

E-UTRA scenario

	Case
	(GHz)
	(meters)
	(MHz)
	(dB)
	(km/h)

	1
	2.0
	500
	5
	20
	3


Simulation Assumptions

	Parameter
	Assumption

	SC-FDMA Receiver
	SC-FDMA with 2 Rx antenna Diversity

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance (ISD)
	500m

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers

I=128.1 – 2GHz

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.41.4 

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration Loss  
	20dB

	Channel model
	Typical Urban (TU)

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Antenna Bore-sight points toward flat side of cell (for 3-sector sites with fixed antenna patterns)
	


	BS Antenna Gain plus cable loss
	14 dBi

	Carrier Frequency
	2.0GHz 

	Bandwidth
	5 MHz

	RB bandwidth
	180 kHz

	UE’s per Sector
	10

	UE speeds of interest
	3 km/h 

	Minimum distance between UE and cell
	>= 35 meters

	Maximum UE TX power including PAPR backoff
	21 dBm [2]

	UE Traffic
	Full Buffer

	Noise Figure
	5dB

	AMC
	ON [See Table 5]

	Coding
	Release 6 Turbo Coding

	HARQ
	ON (synchronous, incremental redundancy)

	Channel-dependent scheduling
	Proportional Fair

	CQI processing delay (AMC, Scheduling and HARQ)
	Processing delay of 3 subframe

	Overhead Channels
	 3 symbol per subframe (22%)

	Data Channels
	11 symbols per subframe

	Resource Block Carrier Allocation
	Localized

	Channel Estimation Error
	On


We use turbo coding with the AMC set shown in the table below :

AMC set

	Modulation
	4-QAM
	16-QAM

	Code Rate
	1/6, 1/5, ¼, 1/3, ½, 2/3, ¾, 4/5 1/2
	1/3, ½, 2/3, ¾ ,4/5
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