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1. Introduction

Multi-user MIMO is a closed loop method where channel knowledge of the different users is exploited to schedule multiple users on the same resource blocks (RB). Multiplexed users on the same RBs can be separated in the spatial dimension by designing appropriate transmit and receive antenna weight vectors. Under limited feedback conditions, quantized version of the MIMO channels are fed back by each user (UE) to the Node B instead of the true estimated channel. In this document, we present details of zero forcing MU-MIMO schemes with respect to issues to be standardized for LTE.
2.  Multi-user MIMO Downlink System

The proposed MU-MIMO scheme is described in Figure 1. Each UE estimates the MIMO channel matrix for each resource block. Based on the channel estimate each UE designs a receive beamformer, elects an appropriate codeword from a given codebook of vector and computes the effective CQI independently for each RB. The codeword u is selected from a codebook for each RB to best represent the vector quantity Hv where v is the receive beamformer and H is the channel matrix corresponding to the RB (with Nt rows and Nr columns; Nt, Nr are the number of NODE B and UE antennas respectively). This mapping is represented by the vector quantization function Q(.) in Fig.1. 


[image: image1]
Figure 1. Multi-user MIMO DL System

Note that the codeword u can be selected from a unitary matrix codebook by selecting a preferred codematrix and preferred column. The selected codeword, u, and the corresponding estimated CQI are fed back to the NODE B. This information is used by the NODE B to schedule  users (in our example) per resource block. The transmit beamformers for each user per RB are calculated using regularized zero forcing beamforming [5] – specifically the transmit beamformer weights are given by the normalized columns of the matrix W where W = X[XHX + αI]-1 and where X = [u1 u2], u1 and u2 being the codewords corresponding to the two users scheduled in the RB. I is the dentity matrix and α is a small constant.

3. MU-MIMO details

3.1. MU-MIMO mode – one stream to each UE
In the MU-MIMO mode, as agreed in RAN1 #47, multiple users are scheduled in a given RB, such that each user will be scheduled one only stream in a given RB.

In RAN1 #47bis, it was decided that the switching between the single user (SU-MIMO) and multi-user (MU-MIMO) modes would be done on a semi-static basis. In semi-static switching, a group (or all) of resource blocks is either in SU-MIMO or MU-MIMO mode. 

The switching can be done on a time scale that can be set depending on the dynamics of the channels and the number of active users – the exact mechanism for switching is FFS. 

In the SU-MIMO mode multiple streams are scheduled to a single user in a given RB. 

3.2. UE feedback – channel knowledge for one stream and CQI
Channel knowledge: 

Since each UE gets only a single stream transmission, the UE feeds back channel knowledge based on its “best” receive beamforming mode. Let a stream ‘s’ be transmitted over a channel H, then the received signal vector at the UE antennas is given by

y = HHs + I +  n
and

z = yHv = sHHv + IHv + nHv
                                                         = sHu + IHv + nHv
Where ‘v’ is a receiver optimized for some given criterion like maximizing CQI or MMSE and u = Hv is the equivalent MISO channel that the transmitter observes at the UE.

Thus, it is clear that for any given receiver structure ‘v’, the channel knowledge required at the transmitter is the equivalent MISO channel ‘u’. For finite feedback, quantized version of u can be sent from a codebook (referred to as channel vector quantization CVQ) – the exact codebook is for FFS.
Note that the codeword u can be selected from a unitary matrix codebook by selecting a preferred codematrix and preferred column although this is not necessary here and does not serve any advantage.
CQI: 
Assuming that a transmit precoding vector w1 is used for the UE, the CQI at a given carrier with one interfering user can be calculated as 
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Since the co-channel UE and hence w2 is not known, the interference term in the above equation needs to be blindly estimate. 
Note that the CQI that is fed back is calculated by each UE without prior knowledge of the other user’s or is own transmit precoder w1, the CQI can be estimated based on the assumption that u1 is used for transmit beamforming 
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and the interference term can be shown to be a function of the quantization error eq2 where eq2 = || Hv/||Hv|| - u1 ||2 where we take an expectation over the isotropic space of all possible transmit beamforming vectors. 

 Since the NODE B implements zero-forcing beamforming, the interference due to the other user’s transmission arises due to imperfect knowledge of Hv at the NODE B due to the quantization process. Hence the interference seen by each UE is proportional to the quantization error where u is the selected codeword.
However, due to the zero-forcing constraint imposed by the NODE B the actual transmit beamformer used for user 1, say w1 may be different from the requested u1. Hence the CQI value fed back by each UE is adjusted by the Node B to account for this effect. The NODE B computes a more realistic estimate of the CQI, CQIeff  by applying the following correction

CQIeff  = CQIf . |w1Hu1|2                                                              

(3)
We note three things:
1. Since the interference term depends on the quantization error, it is judicious to have more bits for vector channel quantization than to allocate bits for an additional delta CQI term to account for the possibility of only one UE being scheduled. 

2. The UE should feed back a single CQI assuming that the interference term is accounted for in the CQI calculation – it can be  estimated as shown above where all possible values are used to obtain a mean estimate of the interference term or by restricting the possible interfering vectors to a subset of all possible values.
3. The CQI should be updated at the Node B according to equation (2) to obtain a better estimate of the CQI.
Codebook size: 
We note from above that the interference term diminishes as the accuracy of the CVQ is increased and hence performance of the system improves with increasing codebook size unlike the UP method. However, the gain in performance with increasing codebook size is limited by the parameters like feedback delay and channel accuracy.
We recommend a size of 5 bits for the CVQ codebook to tradeoff overhead and performance as observed in our simulations.

3.3. Transmit Precoding for spatial separation and Scheduling
Using the UEs feedback of CVQ and CQI, the Node B schedules appropriate users by assembling the transmit precoding matrix. The scheduler is implementation specific, but in general it should maximize performance by choosing a set of UEs which gives best sum throughput for the channel resource subject to criteria such as proportional fairness etc.

The spatial separation of stream can be done at the UE or the Node B – these schemes can be referred to as Spatial Separation at UE (SSU) and Spatial Separation at Node B (SSN) respectively. The SSU scheme in [4] relies on scheduling users on the same RB that select different layers of the same codeword, where the UE feedback the preferred precoding matrix along with preferred column. Cases may arise where in the absence of an eligible set of users for a RB, SSU scheme may be able to schedule only one stream and one user on certain RBs. The probability of this event can be reduced by employing small size codebook albeit at the cost of sacrificing the benefits of a better resolution codebook. Two sources of suboptimality can be identified  

1) loss in beamforming gain due to coarse channel feedback as a result of small codebooks

2) Loss in scheduling gains since SSU schemes force groups of UEs together which have chosen the same precoding matrix – this group may not be optimal from a viewpoint of maximizing sum throughput.
The above disadvantages of SSU schemes are mitigated in SSN schemes. 

In the proposed SSN scheme, the transmit beamformers for each user per RB are calculated using regularized zero forcing beamforming [5] – specifically the transmit beamformer weights are given by the normalized columns of the matrix W where W = X[XHX + αI]-1 and where X = [u1 u2], u1 and u2 being the codewords corresponding to the two users scheduled in the RB. I is the 2x2 identity matrix and α is a small constant. The regularization provided by the term αI produces smoother troughs of responses towards the direction of interference UEs instead of ‘zeros’, thereby reducing the constraints on the beamforming algorithm and improving performance.
Three options are available for transmit precoding for MU-MIMO
1. Keep transmit precoding algorithm implementation specific – arbitrary codebook
2. Keep transmit precoding algorithm implementation specific – specific codebook for quantizing transmit precoding vectors.
3. Standardize the algorithm and the transmit precoding codebook
In the first option, performance can be optimized according to the deployment scenario and signal the specific codebook used by the NodeB to the UE – since the CVQ presents a finite set of UE feedback combinations, the number of precoding matrices generated by a specific algorithm will also be finite. If the codebook is not feed forward, then it implies that the precoding matrix is completely arbitrary and dedicated RS signalling is required for data detection using MMSE techniques.
In the second option, the transmit precoding vectors obtained by the arbitrary precoding algorithm can be quantized using a specific codebook – this will however introduce errors.
In the third option, a standardized algorithm will eliminate the need to communicate the specific codebook used by the Node B. 
3.4. Node B feedforward and precoder verification
The receive beamformer design is an implementation issue, and includes the following two ways:

1. Blind receive beamformer obtained from optimizing say the CQI metric in (2). The codeword u and the beamformer v can be jointly chosen with the objective of maximizing the CQI using the formula in (2). In one case, u may be chosen to be the dominant left singular vector of the channel matrix H, that is, u maybe chosen to represent the codeword which is closest to the dominant left singular vector of H. Given this choice of u the receive beamformer v may be designed to maximize the metric in Eq. (1). Additionally, the metric in (1) may be jointly optimized over possible v and u to get the best performance. 

2. MMSE receive beamformer which can be obtained based on knowledge of the UE’s own and other co-channel UEs transmit precoding vectors, i.e the transmit precoding matrix.
The Node B feedforward depends on the receive beamformer used and the standardization (or not) of transmit precoding algorithm. 
The blind receiver needs reference information of the phase between the equivalent channel and the transmit precoding vector.

MMSE type receivers need transmit precoding vectors of all co-channel UEs. For an arbitrary transmit precoding algorithm where the transmit precoding codebook is unknown to the UE, reference signals (RS) need to be used to convey the vectors of the precoding matrix along with 1 or 2 bit information (for 2 and 4 Tx Node B respectively) to indicate the UEs own precoding vector (this overhead can be eliminated though).
When the codebook is known to the UE, then there are two options to signal the precoding matrix. 
· One option is to use the control channel to signal the bit index to the transmit precoding codebook, however the overhead can be prohibitive even for small (3-5 bit) CVQ codebook sizes. 
· The other option is to use precoded RS where all the vectors are signalled in the downlink channel – this may also require a two bit ordering information (this overhead can be eliminated though).
The preferred way of signalling transmit precoding matrix / matrix verification is using precoded reference signals for all the vectors of the matrix since it has reduced overhead compared to bit signalling.
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