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1. Introduction

Sharp has been rather concerned about the UL RS design issue, as there are many unanswered issues that are not being addressed (and the lack of agenda time has not helped).  In particular, Sharp believes that the multiple access interference in the uplink will have to be minimized using judicious sequence design.   Although some have proposed the use of sequence hopping and frequency hopping, these are by no means panaceas for the issue of UL RS interference, as we will show in section 2.

This contribution illustrates the magnitude of the issue facing reference signal design, and considers the relative performance of truncated Zadoff-Chu (“TZC”) and cyclically extended Zadoff-Chu (“EZC”) sequences compared to a proposed optimized version we present in this paper. For ease of reference, we shall refer to this as Optimized Zadoff-Chu-Like (“OZCL”) Sequences 
Sharp recommends sequences based on this optimized method for E-UTRA.  
In particular we consider the 12-subcarrier case, as this represents the most stringent re-use requirement. If the RS design for 12-subcarrier case can be optimized for re-use, then it is straightforward to optimize for re-use for all other allocations.

Because of our belief that the multiple access interference in the uplink is a major issue, Sharp has previously proposed staggering uplink reference signals ([1], [2]) to minimize re-use and correlation issues.  While we continue to believe this is an important avenue to explore, this contribution proposes that the following optimized version of UL RS sequences, OZCL, be used for UL RS sequence design, because of its performance advantage.
2. Fallacies related to UL RS design
2.1. Fallacy - “Sequence/Frequency/Time Hopping will whiten the multiple access interference.”
There have been quite a few contributions based on the assumption that if the correlation between any sequence and another is bad, hopping around in time, frequency or sequence space will “smooth out” the interference.  However, this argument, if applied to actual receiver performance, would result in a design that is analogous to dressing as one does in early October in a continental climate year-round because that is the average weather condition.  The fact is, all hopping does is make the MAI non-ergodic (colloquially, time averages are not ensemble averages), and amortizes bad sequences over all users.  In other words,  for sequence hopping  the ensemble average of  what the MAI looks like (i.e., “white”)  is never what the receiver sees at any one time (i.e., always very highly colored).  This is because in any sub-frame when the RS is transmitted without staggering, the receiver sees not white noise, but always sees colored noise, because the MAI is dominated by the two or three closest sectors’ strongest interferers. A receiver designed predicated on the assumption of white interference then will perform very badly in MAI, unless the correlation of the reference signals used is minimized and the receiver either has knowledge of the interfering reference signals or can learn them, and then can cancel them.

2.2. Fallacy - “Multi-user MIMO is possible on the UL for up to 4 users.”
Because of the above situation, it is necessary for the UL RS to be able to estimate the stronger interferers’ reference signals.  However, with the current numerology (66.67s long blocks, current RS allocations and a delay spread of 5s or so – assuming the CP is large enough), at most about 13 signals could (theoretically) be resolved to perform proper channel equalization. If there are only two sectors interfering, then this might be feasible.  If however, more sectors are interfering this becomes untenable; if we assume 5 sectors potentially interfering, with 4 UEs per cell, than up to 20 (possibly highly correlated) sequences may have to be resolved – and which ones that have to be resolved from any one long block to the next will vary with time.  Naturally, the number of interfering sectors depends on the cell and sector configuration as well as UE location.  
Thus, we would hope that companies would quickly come to a realization that the current numerology can not support 4 users for MU MIMO under current assumptions.  Of course, the situation would be ameliorated by increasing the Long Block length, and then longer RS might in fact increase capacity. 
2.3. Fallacy: Truncated/Extended Z-C sequences have optimal correlation properties
First of all, the working assumption for sequence design was that these sequences would be “based on” Z-C sequences, ostensibly because they are CAZAC sequences.  However cyclic extended/truncated sequences are certainly not CAZAC sequences.  

Moreover, it is trivial to show that there are always better ways to extend sequences than a cyclic extension: simply appending a uniformly distributed random phase of constant modulus “spreads out” the correlation amongst sequences, and thus has better average correlation than cyclic extension.
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Figure 1  CDFs of TZC, CEZC (Cyclic Extended Zadoff-Chu)  and random phase Extended Z-C sequences’ cross-correlations 
What is known about these sequences is this:

Nobody has shown that TZC or EZC sequences are in any way optimal, because nobody has derived a good upper bound for correlation of length 12 sequences when the number of sequences is significantly larger than that one could infer from [5].  In fact, for length 12 sequences it is known ([12])  that sequences meeting the Welch Bound [4] do not exist, and other than brute force computation for any given set of sequences there is no way of telling how close one is to a “best” set of sequences at present.
As an example, a set of 42 length 12 constant modulus sequences was chosen at random, based on 300,000 trials and after 300,000 trials the maximum correlation of the sequence was with 2dB of TZC sequences, and the average was smaller.   Of course they are likely not suitable for use in an evolved 3G system, because they would almost certainly have high PAPR relative to CAZAC-like sequences (and they would be inelegant, require increased storage, and so forth).
2.4. Life is especially bad in the 1RB/12 Sub-carrier case

The above situations underscore the need for having minimally correlated RS for the UL for E-UTRA.  The case of 12 subcarriers is the worst case for this type of problem, and will be the main focus of this submission.  The cases for greater allocations of frequency are easily dealt with, once the case for 12 subcarriers is addressed.

3. Proposed Optimized UL RS Design Algorithm
While previous contributions have focused on using extended or truncated Zadoff-Chu sequences, we propose in this submission a set of OZCL sequences that are identical to Zadoff-Chu sequences when the number of the sequence length is chosen to be a prime number.  
However, when the Zadoff-Chu sequence length is not a prime number, the OZCL sequences derived from application of the proposed design algorithm will be optimized and have significantly improved mean correlation between any two pairs of sequences compared to extended or truncated Zadoff-Chu sequences.  The resulting sequences have the following properties:
Property 1: They are minimally correlated
.

Property 2: They have constant modulus
.

Property 3: Their subsets are orthogonal or nearly orthogonal, 
Property 4: Their subsets are cyclic shifts of each other.

Thus it can be said that indeed the set of OZCL sequences proposed in this contribution is “based on” GCL/CAZAC sequences, but with the proviso that the sequences are optimized for the LTE numerology and thus offer a significant performance advantage compared to truncated/extended Zadoff Chu sequences.  
In the next section we demonstrate that the proposed OZCL sequences have significant enough performance gains to justify their use as UL RS.

In Annex A we describe the algorithm used to create such sequences in detail, based on alternating projections onto convex sets and orthogonal manifolds. 

3.1. Performance Comparison of OZCL with truncated ZC sequences 
In what follows we shall mainly base results for comparison with truncated ZC sequences, since one can correctly infer from Figure 1 that truncated ZC sequences have less average correlation than extended ZC sequences.

In Figure 3, we show, for the 12 sub-carrier case, the comparison of CDF of cross-correlations of the OZCL designed from the algorithm presented in the Annex with 2000 iterations versus the truncated designs based on Z-C, for 108 sequences, composed of 9 groups of 12 “near orthogonal” cyclic shifted sequences.
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Figure 2:  Cross- Correlation of optimized sequences versus truncated sequences for 108 sequences of  length 12

From the above curve, as well as computations on the Gram matrix of the sequences, the OZCL sequences, while they have  greater maximum correlation better than truncated ZC sequences; the average correlation magnitude is 1.48dB less than TZC sequences (and of course even less than extended ZC sequences by appeal to Figure 1).   (Note we have not computed the difference in the medians of the above curve, but the median of the OZCL sequences are have a lower median magnitude correlation than the TZC sequences)
This is a significant advantage for OZCL over truncated sequences. 
If we optimize for 48 sequences, the results of Figure 3 follow, which yields a 1.27 dB reduction in average cross-correlation.
[image: image3.emf]0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Correlation

Fraction of cross-correlations <= abscissa

48 OZCL Seqeucnes and Truncated ZC sequences

 

 

Truncated ZC

48 Sequences,

 4 groups of 12


Figure 3  Optimized 48 sequences, 4 groups of 12 near orthogonal sequences
It is straightforward to generate many combinations like the above; in Figure 4 we present results for 27 and 18 groups of 4 and 6 near-orthogonal, cyclic shifted sequences (108 sequences total). 
 A similar trend for the 9 blocks of 12 near orthogonal sequences may be observed.
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Figure 4  Cross-correlation of cyclic shifts of near orthogonal blocks of 4 and 6 sequences
While these results appear encouraging, one may ask whether or not it is possible to assign sequences to cells and sectors that actually minimize the multiple access interference.
Assuming that one “colors” a map of cells with  42 sequences (using repeated patterns of 1 tier of cells surrounding a center cell with 3 or 6 sectors, and two sequences assigned per sector) , we can graphically illustrate that indeed this can be done in such a way as to minimize MAI.  
Figures B-1, B-2 (in Annex B), and Fig. 5 below illustrate the magnitude of the cross-correlations of TZC sequences (i.e., the Gram matrix of each sequence without taking into account the self-correlation), OZCL sequences, and the difference between the two.  Figure B-1 shows the TZC cross-correlation maps and Figure B-2 shows the   OZCL  maps.  Fig 5 shows a map of their difference. 

The key take-away is from Figure 5: the more blue the better, and clearly the “map” of the OZCL sequences is superior to that of the TZC sequences.   In fact, in 66% of the sequence correlation pairs the cross-correlations of OZCL sequences are superior to those of TZC sequences.  Even excluding “same base sequences” for OZCL, 47.5% of sequences are still better than TZC, and since MAI can be dominated by intra-cell inter-sector interference, we expect the performance of OZCL sequences to outperform TZC sequences
.   Finally in Figure B-3, we illustrate the Gram matrix of 108 OZCL sequences, with PAPR optimization done in the frequency domain and with the MATLAB “colormap” set to the same as for TZCs.   Note that for these frequency domain optimized OZCL sequences, the base sequences are very nearly orthogonal to within the precision of MATLAB.  Notice also the band structure of all the OZCL Gram matrices. Clearly it appears that one can find at least two, and often three or 4 sequences that have cross correlation between “base blocks” that are always smaller than TZCS,  and in many cases smaller even than TZCS “base” sequence correlations.  It is for this reason that we believe that sequence hopping may not need to as complex for OZCL sequences.
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Figure 5  Magnitude of OZCL cross-correlation minus magnitude of truncated ZC cross-correlation

Finally, we have started preliminary link simulation results.  As a very first step, we were interested in determining the performance difference between OZCL and EZC or TZC sequences under relatively benign conditions.  This represents a lower bound for performance differences between OZCL and other approaches in more realistic conditions; for more realistic cell loading our performance should be better.  It also provides a sanity check for future simulation results.
We have assigned to each of 7 unsectorized cells, in separate simulation experiments, 2 EZC or 2 TZC sequences and  2 OZCL sequences, with shadowing, propagation loss, and random phase assignment applied to each sequence, as well as uniformly distributed location within the cell.
The result (Figure 6): OZCL sequences outperform TZC sequences at the median by 0.32 dB.  Although not shown in this figure, this trend hold at up to the 80th percentile, for the 1000 random trials taken.
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Figure 6 CDF of SINR, 2 UEs per unsectorized cell
Finally, in Figure 8 we show the CDF of SINR when 4 UEs are assigned per adjacent cell, using an algorithm to minimize maximum correlation between sequences. These results show that OZCL sequences outperform EZC sequences by 1.6dB, and TZC sequences by 0.6 dB.  This trend holds at up to the 90th percentile.
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Figure 7   4 UEs per cell, unsectorized
Naturally, we quite expect that when the cell is fully loaded OZCL sequences will perform dramatically better than TZC or EZC sequences and for further study will be an actual quantification of those differences for realistic cell loads.  
4. What about other RB allocations?
If the cross-correlations from length 12 sequences are small enough, it is possible to use concatenations of the above sequences for different RB allocations; in any event the CP length, the long block length, and the expected number of resolvable interferers as discussed above fix the number of users that can be accommodated at any one time.  Concatenation of RS sequences also ameliorates the “different bands” problem.  Alternatively, one can optimize length K X 12 sequences in the presence of length M X 12 sequences, but our opinion is that the former approach is sufficient.

5. Sequence assignment  

The OZCL do not have the elegant form of Zadoff-Chu sequences, and so their form must be communicated somehow from the eNodeB to the UE. However, because we have imposed a cyclic shift constraint, the “reference signal codebook” size would only need to be about 1/12 of the actual size.  Thus we do not see any significant complexity issues arising from this method that are significantly different from competing methods.

 Thus, if concatenations of RS are used, a relatively small codebook could be stored at the UE, and the E-node B would merely have to communicate the appropriate codebook indices. 
6. Conclusions

We have presented a sequence design algorithm for UL RS design for E-UTRA which offers significant performance advantages.  Sharp recommends the use of such a method and adoption of OZCL UL RS sequences derived from this design algorithm for E-UTRA.  OZCL sequences greatly mitigate not only the MAI, but also increase the number of sequences available for re-use.  Furthermore, we have indicated a very simple method to allow UEs with different RB allocations to simultaneously coexist. We will be presenting more detailed link simulation results in upcoming meetings.
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8. Annex A: Details on Proposed OCZL RS Design Algorithm

8.1. Introduction

This document discusses the design of reference signals for MIMO (multiple input multiple output) systems in which reference signals are allocated amongst one or more mobile radios, for use in single user or multiple user MIMO.

The particular application at hand is the design of uplink reference signals in a cellular system, since this poses the most stringent requirements on time/frequency resources, especially for the immediate target application, which envisions a single or multiple carrier modulation with cyclic prefix, where there is synchronization between the transmission up multiple uplink signals and their respective base stations, and where sectorization amongst cells is employed to maximize capacity per cell.  In addition, the system so envisioned employs multiple bandwidth allocations simultaneously, where each bandwith so allocated to a mobile terminal is an integer amount of some basic unit.

In such a situation, the following design criteria are to be considered:

1. The set of reference signals should be large enough to cover at least 3 sectors per cell, with at least 2 reference signals per sector (preferably 4).

2. The set of reference signals should be orthogonal in each sector of a given cell, and preferably in all sectors adjacent to a given sector.  If this is achieved, then it is possible, if reference signals are known to adjacent sectors, to design a best minimum mean square receiver ([3]).

3. For those reference signals not in adjacent sectors, or which are not orthogonal, they should be minimally correlated, with approximately the same correlation, and approach if not meet the Welch Bound ([4], [6]). 

4. The set of reference signals should have Peak to Average Power Ratio (PAPR) approaching if not equal to 1, where the PAPR is defined as for a sequence vector c as:

P =  EQ \f(||c||\s\do4(∞)\s\up5 (2), c\s\up5 (H) c) 
where  EQ ||c||\s\do4(∞)\s\up5 (2)  denotes the square maximum modulus component of c and where ( )H denotes conjugate transpose
.

5. Because we are working under the assumption of a single or multiple carriers with a cyclic prefix, it is desirable that Discrete Fourier Transforms of sequences be easily computable.  Thus it is desirable that amongst subsets of sequences with orthogonal elements, that each element be a cyclic shift of another element.  This property is also useful to provide robust performance if a transmission system which transmits a cyclic prefix for multipath elimination encounters multipath components with delay spread greater than the cyclic prefix length, as in such cases cyclic shifts, if scaled large enough, can still be distinguishable. 

6.  In a system where multiple bandwidths are employed simultaneously, it is desirable that the set of sequences be able to be recursively generated from a base sequence.

If the amount of reference signal space (time and frequency resources) is exactly large enough, (i.e., the basic unit of bandwidth allocation allows for 19 or any prime number larger of reference symbols available for 2 reference signals per sector or 37 or any prime number larger reference signals for 4 reference signals per vector) then the solution to the above problem would be easily solved by taking Zadoff-Chu sequences as the reference sequences ([5]) as they meet conditions 1- 6 exactly when the sequence length is a prime at least as large as the aforementioned numbers.  However, in a world where we are not blessed with such resource availability or sequence numerology (for example suppose we are given a sequence length that is an even number) we have to work a bit harder.  We describe here an algorithm for designing such sequences based on an alternating projections method given in [6].  

We note that current proposed solutions (see, for example [10] and [11]) rely on either truncation or cyclic extension of a particular set of Zadoff-Chu sequences.  This results in a tedious integer programming problem for sequence assignment, and no guarantee of minimal correlation.

The next section we will give a rigorous definition of the above problem, and in the section following that we shall give the justification for the algorithm that finds the nearest circulant matrix to a given matrix. In the section after that we present the algorithm.  Note that at present it is not known if sequences meeting the Welch Bound exist for any desired sequence length (this is an unsolved problem); however, it is known, and follows from [6], as well as proofs of the extensions derived below that each step of the algorithm provides the closest matrix meeting given conditions above, and so if a fixed point exists (i.e.,  the algorithm produces the same matrix at each iteration), this algorithm should find it, provided a “good” starting point is chosen, as suggested in [6]. 

8.2. Finding Minimally Correlated Sets of Matrices with Minimum PAPR
Consider a sequence of N column vectors {xn} EQ \a(N, n=1) , xn ( C d, d ( N, which we assign as columns of a matrix X = [x1  x2  … xN]; we call such a matrix a frame.  A frame is a generalization of an orthogonal basis.  We assume in the following that each vector has unit length, without any loss in generality, for convenience
. We group blocks of K of these vectors into a set of matrices, {Xi} EQ \a(K, i=1) so that (with MK=N)  X  = [X1  X2  … XM].  We denote the correlation of between vectors as <xk, xn> as the standard inner product in complex Euclidean d-space ([7]).   

The Welch Bound is, for k ( n, 

max k ( n<xk, xn>

  [image: image8.emf]
A frame that meets the Welch Bound with is called a tight frame.  This is precisely the kind of problem that is important for reference signal design; we wish to create a set of reference signals that is as close as possible to a tight frame.  But for MIMO applications we also would like to design subsets of vectors of the frame that are guaranteed to be orthogonal to each other.
Conditions 1 and 3 imply that for any <xk, xn> not in the same Xi, <xk, xn> ( , where  is a bound on the maximum correlation (for which the Welch bound may or may not exist).  Now if only conditions 1 and 3 were present, the method described in [6] section III, subsection F would be sufficient for finding X; however, because of additional structural constraints as described above, we need to do additional work.  However, we note that, as the [4] mentions, if we have any matrix Z ( C d X N, the matrix that comes closest in distance (as measured in element-wise or Frobenius norm [8]) is given by ZZ Z.  This condition also enforces an orthnormality condition between rows of X, if an optimal X exists. 
Condition 2 implies that Xi* Xi = IK; (obviously K ( d); that is each column in any Xi is orthogonal to any other column in Xi. To enforce this condition (which we require), we can repeat the above recipe for meeting conditions 1 and 3 with the role of X above now assumed by XiH.  In practice we have found that this projection increases the maximum correlation between sequences.  One way we have found to reduce the maximum correlation is therefore to relax the orthogonality condition by taking instead of XX X, we use
(Id + (1-))XX X, where is a constant between 0 and 1.  We have found that

 ( 0.1 provides a good tradeoff between maximum correlation and orthogonality.
Meeting Condition 4 can be met with the algorithm presented in [6], section VI, on each of the component vectors of any candidate matrix, which will not be repeated here, as it is rather lengthy and is not the main subject of this document.    However, we will note that our preliminary investigations seem to indicate that for PAPR optimizations done in the frequency domain the raw cubic metric is also minimized.
8.3. Finding the Circulant Matrix Nearest to a Given Matrix

Suppose we have a matrix Z = [z1 … zN], where each zi  is a column vector ( C N.  We wish to find the circulant matrix C = [c0 … cN-1], that is closest in Frobenius (element-wise) norm to Z. 

Let F be given as the Discrete Fourier Transform (DFT) matrix [7]:

F  =  EQ \b\bc\[(\a \al \co4 \vs3 \hs3( 1,     1,     …,     1,  1,    e-j2p/N,     …,   e-j2p(N-1)/N, \a\al\co1(.,.,.),     \a\al\co1(.,.,.),    \a\al\co1(.,  .,     .),    \a\al\co1(.,.,.), 1, e-j2p(N-1)/N  ,    (,    e-j2p(N-1)(N-1)/N))  

We also define the diagonal “delay” matrix D as

D = diag(1  e-j2/N  e-j2/N  . . . e-j2/N  ).

Then ([7]) for any circulant matrix C, C= FHF, where  is the DFT of the sequence/vector c0.   It is straightforward to show:

ci+1 mod N = FHDF ci  = (FHDF)(i+1) mod N c0.
Then || Z - C||  EQ \a(2, F)  =   EQ \i\su(i=1, N, ||zi - ci-1||2) =  EQ \i\su(i=1, N, ||zi - (FHDF)(i-1) c0||2) 
Now with  EQ \b \bc\[ (\a\al\co1(z1, z2,.,.,., zN, )) , and B =  EQ \b \bc\[ (\a\al\co1(IN, FHDF,.,.,., (FHDF)N-1, ))  the minimizing c0, which uniquely determines C, is given by c0, =  B+  , where B+  is the Moore-Penrose pseudo-inverse of  B. That is, B+    = (BH  B)-1  BH  ([9]).
Note that if we are considering only matrices where cyclic shifts are greater than unity between vectors, or we are dealing with reduced rank matrices (Z has fewer than N columns),   we need only modify the recurrence relation ci+1 mod N = FHDF ci  and forming the appropriate matrix B.  

Thus if only 2 vectors were required that were cyclic shifted 3 elements apart, we would have  c1  = (FHDF)3 c0  and  B would only contain the matrix elements IN  and (FHDF)2.  

Note that although the space of circulant matrices is closed and convex, the space of orthogonal matrices is not convex, and a solution that produces the best set of orthogonal matrices {Xi} may not be close enough to produce a desired minimal correlation.  Furthermore, the algorithm will generally take thousands of iterations to converge.
8.4. Overall Description of the Algorithm

Using the results of the last two sections, we are now in a position to describe the algorithm.

Let T = the total number of iterations (a given input).

Starting with any matrix  Z0  ( C d X N,  (we will restrict ourselves to matrices with elements on the unit hypersphere).  In particular, using TZC sequences or EZC sequences are possible.
Z0 ( Z  (“(” denotes a variable/matrix assignment operation)

For t=1 to T:

1.  Compute ZZ Z( Y.  This results in the frame nearest to Z.  Next we impose the constraints.
2.  Break up/express Y = [Y1  Y 2 . . . Y M ]  


For m =1 to M

Compute (Y m Y m Y m  ( Vm
end

Assemble the matrix V = [V1  V2 . . . VM ].

3. Compute Q as nearest circulant matrix to V following the method on each “base block” outlined in section 8.3. 
4.  Find W closest matrix with minimum PAPR to Q as per [6], section VI.
5.  Set W ( Z  
6. Update t + 1 ( t and continue.

7. Output Z when done.

Note that if we are optimizing in the frequency domain for PAPR, we compute DFTs of sequences prior to PAPR optimization, and then use an IDFT on the PAPR optimized sequence to do more iterations.
We note that [6] contains results on convergence (excluding the circulant matrix projection, although it is straightforward to demonstrate convergence for that algorithm); convergence may not yield a globally optimal solution, but should yield results that are improvements on initial conditions.  Typically, if we require strict orthogonality, of the order of 2000 iterations produces results near convergence, but if we relax the orthogonality condition, converged results appear in as little as 10 iterations or so.
8.5. Summary

From the foregoing it should be clear that if we have a sequence length which is an integer multiple of some number L for which we have already designed a sequence; we can design a sequence which is a concatenation of sequences previously designed, each of which would be the best sequence for that length.  Furthermore, this algorithm can be readily tested by using as inputs Zadoff-Chu sequences, which, at each step of the algorithm will yield back the input as the output.  

We have described a method for reference sequence construction applicable to uplink MIMO systems.  This method avoids many of the complexities involved with trying to fit variations of Zadoff-Chu sequences for all possible sequence lengths, and thus should greatly simplify the design of E-UTRA.  

9. Annex B: Plots of Cross-Correlation of TZC Sequences and OZCL Sequences
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Figure B- 1  Cross-Correlation of 48 TZC Sequences
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Figure B- 2 Cross-Correlation of 48 OZCL Sequences
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Figure B- 3  Cross-correlations of Frequency Domain PAPR optimized OZCL Sequences




















































































Max(|TZC cross- correlation|) or greater








� In our formulation, we have found that relaxing strict orthogonality somewhat reduces the maximum to average cross-correlation of sequences.  Except where otherwise specified, the results presented use this relaxation of orthogonality, the details of which are explained in the appendix.


� In either time or frequency domains.


� Note one can also consider sequences that have Property 3 with strict orthogonality at the expense of Property 4 or vice versa.


� The working assumption that sequences from the same base set of sequences are assigned within a cell is based on this assumption.


� Note that “sequence” and “vector” are often used interchangeably through this text. All sequences are vectors.


� When we describe the algorithm, we denote methods whereby this condition is enforced, in particular, when the PAPR is constrained as per the algorithm denoted in [6] section VI.
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