3GPP TSG RAN1 #48bis 





                         R1-071323
St. Julians, Malta
March 26-30, 2006

Agenda Item:

7.5
Source:


Motorola

Title:
Performance of  convolutional codes for the E-UTRA DL Control Channel
Document for:

Discussion and Decision
1. Summary
Convolutional codes (CC) will be used for the L1/L2 DL Control Channel, with the UE typically performing multiple decoding attempts as it searches for its control channel. It was shown in R1-071210 that tailbiting convolutional codes offer ~0.5dB coding gain for small information payloads (32-48 bits) due to the extra puncturing required to rate match a tailed code to the same coded payload size. The complexity of tailbiting is small at the encoder (i.e., initialize encoding with the last 8 info bits of the 256 state code in 25.212) and ~2x more for Viterbi decoding. 
In this contribution, it is shown that tail-biting 64-state CC and the 256 state code defined in [1] perform similarly for these small information sizes, for ~2x reduced complexity. Therefore, we propose:

The L1/L2 DL control channel uses tailbiting 64-state convolutional codes. 
The generator polynomials for the 64-state CC are well known and taken from text book [3]. Specifically, for rate 1/2, the generator polynomial is g=[744; 554] (octal); for rate 1/3, the generator polynomial is g=[554; 624; 764] (octal).
2. Tailed versus Tail-biting simulation results (reproduced from R1-071210)
Figure 1 and Figure 2 show the FER comparison of the two methods for information block size K = 32, 40 and 48 bits. Tailbiting (red curves) is ~0.5dB better than tailed (blue curves). For tailbiting, 2 Viterbi decoding iterations are used. For the tailed code, a periodic puncturing pattern is used.
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Figure 1. Rate-1/2 tail vs tail-biting convolutional code comparison for K=32, 40 and 48 information bits.
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Figure 2. Rate-1/3 tail vs tail-biting convolutional code comparison for K=32, 40 and 48 information bits.
3. 64 versus 256 state comparison

As shown above, the tail-biting CC is likely to perform better at smaller K than its tailed version if the code rate is made exactly the same. However, tail-biting CC decoder requires about two time complexity as the tailed version. Given the large number of blind decoding the receiver may need to perform, it is better to reduce decoding complexity as much as possible without significant performance degradation. This section investigates the possibility of lowering the constraint length of CC. 

In [1] the CC is defined with a constraint length 9, i.e., 256-state trellis, and tail bits are always attached (“Rel-6 CC”). If the constraint length is reduced to 7 (i.e., 64-state), then the decoding complexity is reduced to 1/4. 

Simulation study is performed to compare the performance of Rel-6 and 64-state CC. The simulation condition is AWGN channel, BPSK modulation, and using the rate matching algorithm of [3]. Two Viterbi decoding iterations are used if tail-biting.

In Figure 3, the required Eb/N0 (dB) vs K for Rel-6 CC is compared with that of 64-state CC with tail bits. The information block sizes are byte-aligned for all bytes between 4 (=32 bits) and 25 bytes (=200 bits). The target FER is 1%. Figure 3 shows that there is always performance degradation by using a 64-state vs 256-state CC. 
However, if the 64-state CC is made tail-biting, then the 64-state CC may even outperform the Rel-6 CC. In Figure 4-Figure 6, required Eb/N0 (dB) vs K is shown for the Rel-6 CC vs the 64-state CC, for FER target of 10%, 1%, and 0.1%, respectively. The figures show that for the smaller Ks, the tail-biting 64-state CC outperforms the Rel-6 CC. In terms of complexity, 

· tailbiting 64-state CC has the same or slightly lower encoding complexity than Rel-6;
· tailbiting 64-state CC has approximately 1/2 decoding complexity as the Rel-6 CC for the same throughput, assuming 2 Viterbi decoding iterations for the tail-biting code.
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Figure 3. Eb/N0 (dB) vs K (bits) for FER target of 1%. 64-state (S=64) vs 256-state (S=256) convolutional codes with rate 1/3, 1/2, and 2/3. Both 64-state and Rel-6 256-state mother codes have tail bits.
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Figure 4.  Eb/N0 (dB) vs K (bits) for FER target of 10%. 64-state (S=64) vs 256-state (S=256) CC with rate 1/3, 1/2, and 2/3. The Rel-6 256-state mother codes have tail bits. The 64-state CC is tail-biting.
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Figure 5.  Eb/N0 (dB) vs K (bits) for FER target of 1%. 64-state (S=64) vs 256-state (S=256) CC with rate 1/3, 1/2, and 2/3. The Rel-6 256-state mother codes have tail bits. The 64-state CC is tail-biting.
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Figure 6.  Eb/N0 (dB) vs K (bits) for FER target of 0.1%. 64-state (S=64) vs 256-state (S=256) CC with rate 1/3, 1/2, and 2/3. The Rel-6 256-state mother codes have tail bits. The 64-state CC is tail-biting.
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