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1. Summary

We propose to adopt the following for E-UTRA:

· Overload indicator – single bit over the air

2. Introduction
In RAN1 #48, the following was agreed:

· From e-mail discussion, it was concluded in uplink inter-cell power control as followed. 

· Overload indicator
· Single bit over-the-air

· Broadcast of interference values in each cell

· Network based inter-cell power control 

· Through exchange of interference values between nodes 
· LS to RAN3 to ask about backhaul delay
In this contribution we summarize the benefits of the load indicator on system stability and therefore quality of service (QoS) and ultimately capacity.
3. Bounding factors for system capacity
In orthogonal systems, system capacity is bounded by:

· Dimension limitation
· Power limitation 

3.1. Dimension limitation
Dimension limitation imposes hard limit on system capacity. eNode B scheduler alone can manage the dimension limitation because scheduler has full control of employed modulation and coding. By selecting bandwidth efficient modulation and coding scheme, eNode B scheduler can effectively mitigate dimension limitation. 
However, the price paid for selected bandwidth efficient modulation and coding is increased inter-cell interference that eNode B scheduler, as we discuss below in more detail, cannot fully control.  
3.2. Power limitation
Power limitation that arises due to interference from other cells does not impose hard limit on system capacity. However, uncontrolled interference from other cells can have crippling effect on system stability and ultimately quality of service and capacity. 
As uncontrolled interference from other cells increases, UEs at the cell edge saturate their power amplifiers and effectively cannot close the link even when most power efficient modulation and coding scheme is selected. These users experience service outage, creating coverage holes. 
At certain point, the percentage of users in outage reaches tolerable threshold, which determines system capacity. In cellular deployments, even in orthogonal systems, it is the power limitation that ultimately limits system capacity. 
4. Necessity of Load Indicator Channel (LICH)
A-priori determination of feasible set of allocations by the scheduler is intractable in real networks 

In real deployments apriori determining the feasible set of allocations at each allocation opportunity at the scheduler is intractable and impossible due to the fact that UE locations, path gains and source traffic patterns change unpredictably over time as UEs move in the network. The following factors contribute to frequent infeasible allocation by the scheduler:

· Incomplete and delayed information at the scheduler
· Precise knowledge of the channel gains towards each cell requires very rapid feedback resulting in a notable cost in UL capacity

· Errors and delays in the feedback channels 
· Lack of coordination amongst schedulers across cells at each allocation opportunity
It is challenging for the scheduler to account for delay and lack of coordination in the IoT feedback via the X2 interface while determining the UE allocations. The impact of the delay has been illustrated in [1].
Feasible set criterion with partial information imposes additional restrictions on the allocations 

Current open loop power allocation schemes propose that the UEs periodically report to the serving cell their path gain to the serving cell, and also path gains to selected neighbor cells. The UE estimates its path gain to serving and neighbor cells based on the received power of the downlink reference signal. 
Partial information at each cell restricts the feasible set of allocations, since any violation of which at the scheduler during allocation will result in unacceptably high IoT. 
Power coupling effects across cells leading to temporary outage events

Due to infeasible allocations by the scheduler at a neighbor cell there may be high IoT measured at the serving cell. This in turn will trigger transmit power increase due to closed loop power control in order to compensate for high IoT (intra cell power control). This increase in UE transmit power for maintaining the target SINR at the serving cell now causes high IoT to be measured at the neighbor cell thereby triggering the intra cell power control loop at the neighbor cell. 
This phenomenon of strong power coupling across neighbor cells may easily lead to temporary outage events. LICH feedback does not prevent such power coupling phenomenon from occurring, but it does provide a mechanism for fast reduction of IoT, which minimize the duration of outage events. 

Tight IoT control with LICH
During moments of infeasible allocations by the scheduler, there would be periods of high IoT, which if not quickly controlled, reduce the link budget for the UEs who are located at cell edge and are the maximum transmit power limited. This reduction in link budget will lead to further delay performance deterioration at cell edge for real time traffic.

IoT control is best achieved by broadcasting a fast LICH directly from the neighbor cells to UEs based on which the UE can quickly adjust it’s transmit power. Any network based solution has to deal with X2 delays and incomplete knowledge of UE’s radio conditions. Large and unpredictable swings in IoT due to bursty interference leads to less stable operating point and much lower capacity.
5. Conclusion
It is impossible for the scheduler to avoid infeasible allocations over time. This may lead to high interference variation and outage events, which make it difficult for the eNodeB to provide delay tail guarantees for real time QoS traffic. 
For system robustness, we strongly recommend LICH feedback channel broadcast by eNodeBs to the UEs indicating the measured IoT level at each cell. The LICH feedback can be designed for reliable performance and consumes almost negligible overhead in terms of bandwidth on the downlink. 
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