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1
Introduction
Multiple decision were made in RAN1#48 regarding PDCCH transmission. 

· The number of control channel elements is transmitted by the NodeB in every kth subframe

· Time-frequency location of control channel elements implicitly given by the number of control channel elements signaled

· At least all scheduled UEs know where the ‘data region’ of the subframe starts

It was agreed to decide on the value of k in this meeting. 

The goal of this contribution is to assess the performance difference of having a fully dynamic “cat 0” information transmitting the number of OFDM symbols used for control information every subframe, i.e., k = 1; with a semi-static “cat 0” information where the number of OFDM symbols used for control transmission (N) is set in a semi-static way. 

The simulations for semi-static “cat 0” information assume the value of N to be fixed for the duration of the simulation. 
2
Analysis
2.1
Simulated Schemes
In the simulations that we present we consider two sets of overhead. 
· Constant overhead: This accounts for Downlink Pilot, Common Control Channel, Synchronization Channel. We also assume a constant overhead of (4/6 OFDM symbol per TTI) corresponding to 50 ACK channels for 10MHz BW. The total constant overhead considered in these simulations equate to 2.2 OFDM symbols per TTI.
· PDCCH overhead: PDCCH is only transmitted in the first N ≤ 3 OFDM symbols ‎[3]. Each PDCCH occupies 60 tones or equivalently 0.1 OFDM symbol per TTI. 

Table 1 lists the configurations that we simulate for this contribution. In essence, we simulate a fixed allocation of 1, 2 or 3 entire OFDM symbols for PDCCH transmission and compare it with a fully dynamic allocation of resources for PDCCH transmission. In the dynamic allocation, the allocation may be different every subframe and we do not account for the overhead to signal it. 
	Configuration
	Static (N = 1)
	Static (N =2)
	Static (N =3)
	Dynamic

	Overhead
(OFDM symbols/ TTI)
	2.4
	2.9
	3.8
	2.2 + 0.1*(#UEs)

	Max # UEs scheduled
	2
	7
	16
	16


Table 1. Simulated Schemes
For the static configuration the eNB reserves the first n ≤ 3 OFDM symbols for PDCCH control signaling. Based on the constant overhead and the PDCCH overhead there is a different maximum number of UEs scheduled in each TTI. 
In the dynamic configuration scenario the number of PDCCH symbols can change every TTI. The maximum number of UEs that can be scheduled in each TTI in this case is 16.
Annex A goes into the scheduler details so that the maximum number of scheduled UEs is respected every TTI.  
2.2
Simulation Assumptions
The simulation assumptions are listed in Table 2
	Parameter
	Explanation/Assumption

	Cellular layout
	19 Node-B, 3-cell sites wraparound

	Number of UEs per Sector
	5,10,16

	Antenna horizontal pattern
	70 deg (-3 dB) with 20 dB front-to-back ratio for Macro

0dBi omni for Micro 

	Antenna Gain
	14 dB (Macro)

	Power allocated to data transmission
	100 % of total cell power

	HARQ scheme
	IR 

	Max number of transmissions
	3

	Number of HARQ interlaces
	6

	BS total Tx power
	46 dBm

	TTI length
	1 ms

	Bandwidth
	10 MHz

	Sampling frequency
	15.36 MHz

	FFT size
	1024

	Number of occupied subcarriers
	600

	Number of OFDM symbols per TTI
	14

	Number of subcarriers per RB
	12

	Number of subbands
	25

	Number of RBs per subband
	2

	Antenna Configurations
	2x2

	Specific fast fading model
	Urban Macro SCM specified modelling [2] with TU delay profile and D1 Propagation model 

	Inter-cell interference modelling
	Serving cell and the three strongest interfering cells have all multipaths modelled. Remaining cells are modelled as single path Rayleigh fading

	Link to system interface
	20 AWGN curves used along with the corresponding payload adjustment; Constrained Capacity ESNR method to calculate supportable data rate and PER

	CQI feedback delay
	2 ms

	CQI feedback period
	5 ms

	CQI reporting granularity in frequency
	Reported per subband

	MCS selection
	<=10% of the raw BLER + Backoff (adjusted with an outer-loop as specified in Appendix)

	Receiver Configuration
	LMMSE

	Warmup Duration [s]
	1.5

	Simulation Duration [s] (over 57 cells)
	10


Table 2 Simulation Assumptions

2.3
Simulation Results

The Sector Average Throughput for different number of UE/Sector and different configurations is listed in Table 3.  The CDF of the number of scheduled UEs for the proportional fair scheduler are shown in Figures 1,  3 , and 5 for 5, 10 , 16 UE per sector scenarios. 

	
	Static (N = 1)
(Mbps) 
	Static (N =2)
(Mbps)
	Static (N=3)
(Mbps)
	Dynamic
(Mbps) 

	5 UE/Sector
	17.419
	17.767
	16.307
	18.217

	10 UE/Sector
	17.656
	19.229
	17.673
	19.297

	16UE/Sector
	17.907
	20.179
	18.698
	20.002


Table 3. Simulation Results for different configurations

In summary: 
· Having N=2 control symbols gives the highest average sector throughput among different static configurations (N =1 or 2 or 3). This suggest that N = 2 control symbols have the best trade-off between the frequency diversity gain (controlled by the number of users scheduled at each TTI) and throughput decrease due to the overhead incurred by the transmission of the associated L1/L2 control information (PDCCH). 
· The performance of the dynamic allocation scheme is comparable to the static configuration case with N = 2 control symbols. The gain over the static case is larger (around 2.5%) for smaller number of users per sector. In fact, for large number of users (16 UE/ sector) the sector throughput performance of dynamic configuration is worse than the static configuration with 2 control symbols. That is because the proportional fair scheduler does not consider the overhead introduced by increasing the number of simultaneously scheduled users into account. From a utility maximization point of view, the priority metrics defined for users should include the overhead as well and there has to be a maximization over the number of UE to be scheduled at each TTI – this is shown in Annex B.
The long-term fairness curves for different configurations and for different number of users per sector are shown in Annex C. Note that as expected the long-term fairness curves for all the configurations are comparable. However because of the different overhead associated with each configuration the average sector throughput is expected to be different among different scenarios.

Annex D presents the empirical CDFs of the number of scheduled UEs for each of the simulation cases. 
3
Conclusion
Based on the presented analysis, the following recommendation is made:
· Semi-static allocation of resources for transmission of control information in the DL (PDCCH and ACK channels) 
References
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Annex A.
Scheduling

To limit the number of simultaneously scheduled UEs to the maximum number specified in each configuration, we consider the variation of the original proportional fair scheduler as shown in Figure 1. 
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Figure 1a. eNodeB Scheduling
Annex B 
Limiting max # scheduled UEs for dynamic alloc

Figure 1b shows the throughput vs. the max number of allowed scheduled UEs at a given TTI for the dynamic control channel structure.
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Figure 1b. Throughput vs. Max number of scheduled UEs (dynamic control allocation)
As can be seen from the figure, 16 users does not provide the optimal throughput, indeed, the following table summarizes the sector throughput results:

	Max number of scheduled UEs
	2
	4
	6
	8
	10
	12
	14
	16

	Throughput [Mbps]
	17.909
	19.686
	20.146
	20.173
	20.059
	20.036
	20.027
	20.002


Note that the result obtained for max number of scheduled UEs = 8 provides a throughput virtually the same as the semi-static N = 2 allocation (that allowed max 7 scheduled UEs). 
Annex C

Fairness Curves

This section presents the long term fairness curves for each of the simulated scenarios and for different number of UEs per sector. 

As can be seen from Figures 2, 3 and 4, there is no noticeable difference across the different simulated scenarios. 
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Figure 2: Fairness Curve of different control signaling configurations for 5UE/Sector
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Figure 3: Fairness Curve of different control signaling configurations for 10UE/Sector
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Figure 4: Fairness Curve of different control signaling configurations for 16UE/Sector

Annex D
 CDFs of number of scheduled UEs

This section presents the statistical CDFs of the number of scheduled UEs for the proportional fair scheduler.
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Figure 5. CDF of the number of simultaneously scheduled UEs 
for proportional fair scheduler and 5UE/sector.
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Figure 6. CDF of the number of simultaneously scheduled UEs 
for proportional fair scheduler and 10 UE/sector.
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Figure 7. CDF of the number of simultaneously scheduled UEs 
for proportional fair scheduler and 16UE/ sector.
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