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1. Introduction
In RAN1#47bis, the framework of Approach 1 option 2 in [1] was agreed upon as the working assumption for the E-UTRA cell search along with the use of 3 P-SCH sequences and the following assumptions: 
1. The cell ID group (170 possibilities) and the frame timing (2 possibilities) are detected in step 2
2. The RS orthogonal code (3 possibilities) is detected in step 3
3. The antenna configuration (3 possibilities) and hopping indicator (2 possibilities) are detected in either step 2 or step 3
Hence, with a total of 6120 hypotheses (step 2+3), at least 3 hypotheses will be assigned to step 3. In [2], it is demonstrated that the cell search performance degrades as the number of hypotheses in step 3 is increased.
In this contribution, the analysis in [2] is repeated based on the new working assumptions. It is again found that a small number of hypotheses in step 3 is preferred for the best cell search performance. Therefore, we recommend that the number of hypotheses in step 3 be set to 3. That is, the remaining cell-specific information such as the antenna configuration and the hopping indicator should be detected in step 2 and hence carried by the S-SCH.
2. Simulation Assumptions and Methodology
The link- and system-level simulation assumptions are similar to those in [2] and given in the Appendix. We simulate the GCL-based S-SCH scheme (see, e.g. [5, 6]). The GCL definition is given in Table 1 depending on the  number of hypotheses in step 2. Length-73 Zadoff-Chu sequences are assumed.
Table 1: GCL definition
	No. hypotheses in step 3
	No. hypotheses in step 2
	GCL definition

	
	
	ZC root sequences
	Cyclic shifts

	3
	2040
	30
	68

	6
	1020
	15
	68

	9
	680
	10
	68

	12
	510
	15
	34

	18
	340
	5
	68

	36
	170
	5
	34


Step 1, 2, and 3 are simulated in a combined (serial) manner. First, step 1 is performed over 5-ms where the timing, PSC index, and frequency offset are estimated. When multiple 5-ms epochs are used, combining across epochs are used for step-1. A genie timing criterion (
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) is used to check if step 1 needs to be repeated. The resulting timing estimate and PSC index are then used to perform step 2 over 5-ms. For each UE drop, the cell ID detection error rate is estimated by averaging over numerous fading realizations. The average total cell search time is then estimated by assuming that all the stages are repeated until the cell ID is successfully detected. 
For step 3 detection, we only utilize the DL RSs within the sub-frames where SCH is located [5]. This amounts to 4 RS symbols (corresponding to 1 sub-frame or 2 slots) per 5-ms interval. This is because the CP length can vary across sub-frames and hence unknown before BCH is decoded. Note that step 3 is not performed until step 2 succeeds (based on a genie criterion). The 3 sector orthogonal sequences are used for the first 3 hypotheses (cell ID detection). Random sequences are used to model the detection for the rests of the N/3 hypotheses.   
3. Simulation Results
To measure the cell search performance, the average cell search time is plotted against the percentile over the cell edge UEs. This corresponds to the initial cell search performance of the worst UEs (5-ppm offset) and reflects the scenario for neighboring cell search (0.1-ppm offset). Both asynchronous and synchronous scenarios are simulated. Coherent detection is assumed as it was demonstrated superior to non-coherent detection (e.g. [3, 4]).
Figures 1 to 6 depict the cell search performance for inter-site distance of 0.5-km, 1.732-km, and 3.464-km with 5-ppm and 0.1-ppmfrequency offset, respectively. Observe that the cell search performance degrades as the number of hypotheses in step 3 is increased. This may be attributed to the limited number of RS symbols that can be used for step 3. Step 3 is also prone to other non-idealities such as frequency selectivity, residual frequency offset, and residual timing error (see also [4]). 
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Figure 1.ISD=0.5-km with 5-ppm offset (a) asynchronous network (b) synchronous network
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Figure 2.ISD=0.5-km with 0.1-ppm offset (a) asynchronous network (b) synchronous network
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Figure 3. ISD=1.732-km with 5-ppm offset (a) asynchronous network (b) synchronous network
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Figure 4.ISD=1.732-km with 0.1-ppm offset (a) asynchronous network (b) synchronous network

[image: image10.png]Av.cell search time (ms)

26

24

22

20

18

16

14

12

10

Cell ID detection GCL:ISD=3.464-km,Asynchronous 5ppm
T T

e
-
_Q_
-
-o-
-5~

T
Step3=3
Step3=6
Step3=9
Step3=12
Step3=18
Step3=36

L L
10 20 30 40 50 60
Percentile across cell edge UEs

70 80

90 100



[image: image11.png]s)

Av.cell search time (m:

26

24

N
N

n
=]

o

12

10

e

Cell ID detection GCL:ISD=3.464-km,Synchronous Sppm
T

A OGEE s R
~§<*'$i-€> -0--0- - e»e\ &66-06--¢

e
-
_Q_
-
-o-
-5~

T
Step3=3
Step3=6
Step3=9
Step3=12
Step3=18

Step3=36 ||

O—G)--G

“Og

10

20

30

L L
40 50 60
Percentile across cell edge UEs

70

80

90

100




Figure 5. ISD=3.464-km with 5-ppm offset (a) asynchronous network (b) synchronous network
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Figure 6.ISD=3.464-km with 0.1-ppm offset (a) asynchronous network (b) synchronous network

4. Conclusions
In this contribution, we evaluated the performance of 3-step cell search with different number of hypotheses in step 3 while assuming a total hypotheses (stage 2+3) of 6120 in accordance to the working assumption. It was found that a small number of hypotheses in step 3 is preferred for the best cell search performance. Therefore, we recommend that the number of hypotheses in step 3 be set to 3. That is, the remaining cell-specific information such as the antenna configuration and the hopping indicator should be detected in step 2 and hence carried by the S-SCH.
Appendix

The simulation assumptions are given in Tables 2 and 3 below. 

	Parameter
	Assumption

	Bandwidth
	1.25 MHz

	Carrier frequency
	2 GHz

	Channel Model
	Typical Urban 3 kmph

	CP size
	Short

	No. TX and RX antennas
	1 TXA, 2 RXAs, uncorrelated

	Number of frames for averaging 
	1/2 for stage 1, 1/2 for stage 2 ( total = 1 frame

	Frequency offset 
	±0.1 ppm and ±5 ppm (maximum):  frequency offset is modeled as a uniform random variable. Actual frequency offset estimation and correction are implemented.

	SCH placement
	1 P-SCH symbol and 1 S-SCH symbol per 5-ms, follows Figure 2 in [1]

	PSC sequences
	Frequency domain ZC length 37: 3 PSCs (different PSCs use different ZC root sequences)

	P-SCH format
	2x repetitive

	Timing detection algorithm
	2-part replica-based


Table 2: Link Level Simulation Assumptions

	Parameter
	Assumption

	Cellular layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Minimum distance between UE and cell site
	35 m

	Site-to-site distance
	0.5 km, 1.732 km, 3.464 km (represent cell radius of 300m, 1km, 2km) 

	Antenna pattern
	70-degree sectored beam

	Total BS Tx power
	43 dBm

	Distance dependent path loss
	ISD=0.5km, 1.732km: 128.1 + 37.6log10(d) (14dBi Node B antenna gain and  hNB = 15m)

ISD=3.464 km: Okumura-Hata model with 20dBi Node B antenna gain and hNB = 30m

	Penetration loss
	20 dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation between cells / sectors
	0.5 / 1.0

	No. UE’s dropped within the cell
	500 (uniformly), each drop is simulated over 10,000-20,000 fading realization


Table 3: System Simulation Parameters
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