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1 Summary   
Tail-biting encoding has been discussed as an option for 3GPP LTE turbo coding 
during the past years (see reference [1-7]). Moreover, this technique has already been 
used in several standards [8-11]. New Interleaver structures of QPP based turbo 
coding will support parallel decoding operations where a circular structure of the tail-
biting encoder will benefit decoder operation. However, several questions have been 
raised in 3GPP LTE discussions, namely,  
 
a) Is there a performance gain of tail-biting;  
b) Is tail-biting encoding latency a problem; and  
c) Is there a practical “genie” for decoding with tail-biting 
 
In this document, we try to answer these questions.  

We show performance for block sizes where tail-biting dramatically improves 
performance.  It may also be the case that turbo coding over block sizes that may 
required for VOIP operations may increase performance and sensitivity of the overall 
VOIP operation. A contribution addressing this aspect is being prepared for 
consideration. 

The incurred latency, and impact to the encoder in terms of power and gate count are 
shown to be minimal. 
 
We show the circular structure of the tail-biting coupled with the required warm-up 
decoding operation necessary for slide window decoding technique and parallel 
decoding of high rate data transmission make tail-biting an attractive alternative for 
LTE. 
 
Also in this document methods of tail-biting encoding for 3GPP LTE turbo codes 
using QPP interleaves with and without limitation on multiple 7 are discussed.  

2 Trellis termination methods - old and new 
Trellis termination that makes the end state of the encoder equal to the initial state is 
widely used for turbo coding. In 3GPP Rel.6 [12], the termination is performed by 
taking the 3 tail bits from the shift register feedback after all information bits are 
encoded. This method causes several problems, namely, 1) rate loss (or energy 
increase) and 2) non-uniform protection since the terminate bits are not protected by 
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interleave, 3) complicated rate matching [7], 4) small minimum distance [7 and 13], 
and etc.  Tail-biting technique [14-16] is introduced to prevent these problems. Fig. 1 
shows the tail-biting performance gain in these aspects. The performance in Fig.1 is 
with the rate loss normalization, which shows more than 0.23dB gain from tail-biting.    
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Figure 1 Tail-biting performance gain by both no rate loss and uniform protection 

Short block codes are frequently used in transporting voice for 3GPP. In fact, in [17] 
it shows that most used block size for voice is 39,159 and 244. Therefore, with the 
none-negligible coding gain tail-biting will benefit the turbo coding for 3GPP LTE. 

3 Answers to the three questions 
3.1 Tail-biting (circular) encoding  

 
Figure 2, Turbo code. 

Definition Let u0,u1,…,uk-1 be the information sequence sent to one of the 
convolutional encoders of a turbo code such that  S0,S1,…, Sk be the corresponded 
states sequence. The encoding is tail-biting (or circular) for this given information 
sequence if and only is S0=Sk. 

3.2 Encoding latency 
Different to tail-terminating turbo coding in [12], tail-biting needs encoding 
information bits twice. This will cause extra one frame latency. However, since the 
encoder is a shift register the following example show that adding extra latency is 
acceptable or we can modify the encoder to make it up. 

Encoder1

Encoder2
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Example 1 Suppose the frame size = 5,000 bits, 10 Mbps (0.5 msec. Frame). Let us 
take the clock = 150 MHZ . The encoder can process 1bit/cycle. Then we have  

time/bit=1/(150e+6)=6.7e-9  

Tail-terminating encoding:  time/frame = 5000*6.7e-9=33e-6 seconds 
Tail-biting encoding:           time/frame = 67e-6 seconds 
  
If one wants the tail-biting encoder has the same throughput as terminating encoder, 
we can do the following: 
  
A) Let encoding process 2 bit/cycle for tail-biting.  Then time/frame = 33e-6 seconds. 
The increase of hardware is very small compared to the encoder with 1 bit/cycle  
 
B) Faster clock to 300 MHZ since the encoding has bitwise operation only. 
 

3.3 There is a practical pseudo-genie in turbo decoder  
It is obvious that if one does not take the advantage of the tail-biting property on 
decoding, the performance of tail-biting turbo coding will be worse then that of tail-
terminating turbo coding. In the following we will explain how to apply tail-biting 
property to the decoding without extra hardware and latency cost. 

3.3.1 Serial decoding with slide window technique 

In order to save the decoder area, it is well known in the industry that slide window 
technique [18] need to be used. In the slide-window decoding, the turbo block is 
divided into several windows, see Figure 3. To decode tail-terminating turbo code, the 
start values for computing the forward state metric α are given by previous windows, 
except the first window. Since the initial state is known, the start values (which 
equivalent to the probability of states) of the first window can be consider given. Thus, 
the computation starts from window 1. However, the starting value for backward state 
metric β is never known. To solve this problem, a warm-up (or cold start) procedure 
(blue color in Fig.3) has to be added so that the start value can be estimated. One can 
consider this warm-up as a pseudo-genie. This estimate use the bit metric of the next 
window, except the one for the last window (light blue in Fig. 3). For the last window, 
the warm up is start from the first window since the final state is equal to the initial 
state. This procedure is based on “the fact that the VA can start cold in any state at 
any time; initially, the state metrics generated are nearly worthless, but after a few 
constraint lengths, the set of state metrics are as reliable as if the process had been 
started at the initial (or final) node [18].”  In fact this will not cost any additional 
hardware since the warm-up hardware is the same hardware used in the window and 
there is no need to store the values (expect the last one which is the start value of the 
current window) obtained by warm-up. 
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Figure 3 Tail-Terminating decoding with slide windows 

 

To decoding tail-biting turbo code (see Fig.4), the only difference is on the first 
window which need cold start from the last window since the last state is equal to the 
first state given by tail-biting.  This one additional procedure uses the same hardware 
for α computation, and it uses the same time as cold state of β. Therefore, there is no 
extra hardware and extra latency. Our simulation results in the following sections are 
obtained by using this technique. 

 

 
Figure 4 Tail-biting decoding with slide windows 
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3.3.2 Parallel decoding 

The difference of parallel decoding to the slide-window serial decoding is that all α 
and β computation need warm up (see Fig.5 and Fig.6) since all P processors starts at 
the same time.   

 
Figure 5 Tail-terminating parallel decoding 

 

 

Figure 6 Tail-biting parallel decoding 

The only difference between tail-biting and tail-terminating parallel decoding is the 
warm-up for α of the first window, which can be done from the last window (pink 
color in Fig.6) thanks to the tail-biting. Obviously, there is no need to add extra 
hardware and latency. 
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3.4 Performance gain on tail-biting over tail termination of 
turbo code and convolutional code  

In the following, the performance comparisons are given among 8-bit terminating 256 
states convolutional code, 6 bits tail-terminating technique and tail-biting technique 
for rate 1/3 turbo code using QPP interleave [19] on AWGN channel. The plots are 
normalized with 12-bits tail-terminating. We note that all the simulation results are 
obtained using the practical state metric warm-up. A 12 bits warm-up period is used 
for the block size less than 128. Block size larger than 128 will have more benefits by 
using 32 bits warm-up period. 
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Figure 7 Information block size 40 (0.23dB gain) 
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Figure 8 Information block size 48 
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Figure 9 Information block size 64  
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     Figure 10 Information block size 128 
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Figure 12 Information block size 256 

4 Applying tail-biting on 3GPP LTE turbo codes 
It is shown in [6] that Rel.6 turbo encoder is not tail-biting encoder for 1/7 of all 
possible information sequences. On the other hand, the channel coding system of 
3GPP LTE has to support arbitrary number of information bits ranged from 40 to 
6144 (or 8192). In [7], a necessary and sufficient condition is given for a tail-biting 
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turbo code. Using this condition, possible approaches of tail-biting system for 3GPP 
LTE are discussed in this section. With these methods, both QPP interleave lists, i.e.  
Table 2 and Table 3 in [19] can be used for tail-biting.   

4.1 Necessary and sufficient condition on tail-biting encoding 
In [15], a sufficient condition is given for an encoder being tail-biting for any 
information sequence with a given block size. In [22], it is proved that this condition 
is also necessary for an encoder with minimal degree (i.e. the number of states cannot 
be reduced).  To state this necessary and sufficient condition, the definition of state-
space realization of convolutional encoder from [15 and 23-25] is needed.  

Consider a rate k0/n0 convolutional encoder of degree m, let the input sequence be 
),,( 10 −= Nuu Lu  where ),,( 0,1, 0 ikii uuu L−=  and the output sequence be 

),,( 10 −= Nxx Lx  where ),,( 10 i,0xxx i,ni L−= . Moreover, let ),,( )(
0

)(
1

tt
m sst L−=S  be the 

encoding state at time t. Then there exists an m by m matrix A,  m by k0 matrix B, n0 
by m matrix C and k0 by n0 matrix D, which is called state-space realization of the 
encoder, such that 
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Figure 15 Constituent convolutional encoder of Rel.6 
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Theorem 1[22] Let the matrices (A,B,C,D) be the state-space realization of a 
convolutional encoder with minimal degree m. This encoder is tail-biting for any 
information sequence of block size N≥m if and only if AN+Im is invertible. 

It was stated in [4] that turbo encoder in Rel.6 may not offer tail-biting for 
information sequence of size multiple of 7. In fact, we can prove that 

Theorem 2 [22] For any recursive convolution encoder of minimal degree m there 
exists a positive integer P such that this encoder gives no tail-biting termination for 
some information sequences of size tP (t>0).  

Proposition 1 [22] Let 
6Re l

AA = be the matrix for the constituent encoder of the turbo 
code in Rel.6 (see (*)). Then for any positive integer n=7q+i, 0≤i≤6,  
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Thus, by Theorem 1, any information sequence of size not a multiple of 7 can be tail-
biting encoded by the turbo encoder in Rel.6.  

4.2 Tail-biting for 3GPP LTE turbo code with QPP interleaves 
Let (A,B,C,D) in (*) be the state space realization of the 8 states convolutional  
encoder used in turbo code of Rel.6. Then 
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II: Pre-store the above 42 index-state pairs as a look-up-table LT(i,b(2)) = Si,b, where 
b=1,2,3,4,5,6,7 and b(2) is the 3 bits binary representation of b. Moreover, let 
LT(i,0)=0 state. 

To handle any information block sizes from 40 to 6144 using the 160 (or 188) QPP 
interleaves listed in Table 2 and Table 3 of [19], two major methods are available, namely 
pruning and puncturing. In the following the tail-biting applications are given for these 
two cases. 
 

4.2.1 Tail-biting encoding using pruning technique for interleave 

Pruning[12]: According to the pruning technique in Rel.6, if the information block 
size L is not in the QPP list, than take the smallest size N in the list such that N>L. 
The dummy bits are padded for k=L, L+1, …, N-1. Using size N QPP to interleave 
the information sequence with the padded. After the interleaving, dummy bits are 
pruned away from the output of the interleaved bits.  
 



R1-071127 10

With pruning, both convolutional encoders of the turbo code encode the information 
bits without padded dummy bits. In this case, one may use the following tail-biting 
method.  Consider information block u0, u1 ,…, un-1. 
 

1. Compute m= n mod 7. If m=0, pad one more symbol uk=0 and let L=n+1 and 
M=1, otherwise let L=n and M=m. Then the padded sequence becomes  

u0, u1 ,…, un-1, uL-1 

2. With 0 state encoding information symbols u0, u1,…,uL-1 (or interleaved 
symbols 

)1()0(
,,

−L
uu

ππ
L )  to find the final state Sfinal (or S’final (do not store 

the encoded symbols). Then use look-up table to find the initial state S0=LT(M, 
Sfinal) (or S’0=LT(M, S’final)) 

3. Use S0 (or S’0) as initial state to encode u0,u1,…,uL-1 (or   
)1()0(

,,
−L

uu
ππ

L ) 

□         

4.2.2 Tail-biting encoding using shortening and puncturing 
technique for interleave 

Shortening and Puncturing [26 and 27]: According to the methods proposed in [26-
27], if the information block size L is not in the QPP list, take the smallest size N in 
the list such that N>L and pad N-L 0 bit at the beginning of the information sequence. 
Then, turbo encoder will encode the padded information sequence and its QPP-
interleaved sequence. After that the padded 0 systematic bits will be shortened. For 
the check bits corresponded to the shortened bits, there are two methods proposed, 
namely a) [26] puncture only the check bits (which are also 0) obtained from none 
interleaved information sequence. The check bits of the padded bits from interleaved 
information sequence will not punctured. This will case some rate loss but not the 
performance loss; b) [26-27] puncture check bits obtained from both none interleaved 
and interleaved information sequence. This will not cause rate loss but it will cause  a 
performance loss.  

4.2.2.1 Tail-biting encoding without adding an extra bits outside the interleave 

Since the sizes of the interleaves in Table 2 of the QPP list in [19] are not multiple of 
7, one may use the following tail-biting method. Consider information block u0, u1 ,…, 
un-1. 

1. Find the smallest L in the list such that L≥ n and pad L-n 0 bit at the beginning 
of the information sequence. Then the padded sequence becomes  

u0, u1 ,…, un-1, un, ..., uL-1 

2. With 0 state encoding information symbols u0, u1,…,uL-1 (or interleaved 
symbols 

)1()0(
,,

−L
uu

ππ
L )  to find the final state Sfinal (or S’final (do not store 

the encoded symbols). Then use look-up table to find the initial state S0=LT(M, 
Sfinal) (or S’0=LT(M, S’final) 

3. Use S0 (or S’0) as initial state to encode u0,u1,…,uL-1 (or   
)1()0(

,,
−L

uu
ππ

L ) 
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□ 

4.2.2.2 Tail-biting encoding with adding an extra bit outside the interleave 

If the QPP list in Table 3 of [19] is used i.e. allows multiple of 7 interleave size, then 
the following tail-biting method can be applied. 

1. Find the smallest L’ in the list such that L’≥ n. and pad L’-n 0 bits at the 
beginning of the information sequence. Then the padded sequence becomes  

u0, u1 ,…, un-1, un, ..., uL’-1 

2. Compute m= L’ mod 7. If m=0, pad one 0 bit to both none interleaved and 
interleaved information sequence and let L=L’+1 and M=1, otherwise, no padding 
and  let L=L’ and M=m. 

3. With 0 state encoding information symbols u0, u1,…,uL-1 (or interleaved symbols 

)1()0(
,,

−L
uu

ππ
L )  to find the final state Sfinal (or S’final (do not store the encoded 

symbols). Then use look-up table to find the initial state S0=LT(M, Sfinal) (or 
S’0=LT(M, S’final). 

4. Use S0 (or S’0) as initial state to encode u0,u1,…,uL-1 (or   
)1()0(

,,
−L

uu
ππ

L ). 

When the information block size is multiple of 7, this method will transmit 4 extra 
bits outside the interleaved block.   
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