TSG-RAN WG1 #48

R1-071039

St. Louis, USA, February 12 – 16, 2007

Source: 
Ericsson

Title:
Inter-Cell Uplink Power Control for E-UTRA

Agenda Item:
6.11
Document for:
Discussion and Decision

1. Introduction

Uplink power control improves performance partly through limiting intercell interference. This can be done in different ways. On the one hand, mechanisms which explicitly take neighbor cell information into account have been suggested ‎[1],‎[2],‎[3],‎[4]
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‎[5]. However, also cell local autonomous (‘implicit’) solutions show improvements [6],‎[7]. 

This paper compares the performance of one ‘explicit’ and one ‘implicit’ principle by means of system-level simulations. No performance improvement is seen from explicitly taking neighbor cell information into account. Based on this, and since multi-cell solutions are expected to increase complexity and control channel overhead, it is suggested that such proposals be benchmarked against reasonable cell local algorithms before being introduced. 

2. Simulated Power Control Algorithms
A set of simple power control principles are studied:

1) Fixed transmission power, the UE power is set to P = Pmax, where Pmax is the maximum UE power.

2) Open-loop power control with fractional pathgain compensation, P = min(Pmax, Pmax · (SNRtarget x Pnoise / g)/Pmax)α, where Pnoise is the noise power level, SNRtarget is a targeted received power level relative to the noise floor, go is an estimate of the path gain to the base station, and α is the path gain compensation factor. This corresponds a pure open-loop use of the algorithm proposed in ‎[8] with partial path gain compensation. A compensation factor α=0.75 and an SNRtarget=11dB are used (selected to yield the same cell-edge bitrate as the algorithm below).  
3) Open-loop power control with a maximum neighbor cell Rise over Thermal (RoT),  P = min(RoTtarget x Pnoise / max(gn)), where RoTtarget is the targeted maximum RoT and max(gn) is an estimate of the path gain to closest neighbor cells base station. A  RoTtarget=4dB is used since it resulted in the highest 5th percentile bitrate. Note that no overload indicator is used, i.e. no concern is taken to whether there are UEs actually interfered in neighbor cells.  
3. Models and Assumptions

A summary of models and assumptions is provided in Table 1. The models are aligned with the assumptions in ‎[9] and ‎[10] case 1. A simple static simulation-based evaluation methodology is used. In each iteration of the simulation, terminals are randomly positioned in the system area, and the radio channel between each base station and terminal antenna pair is calculated according to the propagation and fading models. To study different system load levels, terminals are randomly selected to be transmitting with an activity factor f ranging from 20 to 100%. In active cells transmitting users are selected independently of channel quality. The total number of active users for activity factor f is denoted U(f). Based on the channel realizations and the active interferers, a signal-to-interference and noise ratio (SINR) is calculated for each link and receive antenna. Using the mutual information model of ‎[11], the SINR values are then mapped to active radio link bitrates Ru, for each active user u. Note that Ru is the bitrate that user u gets when scheduled. Active base stations and users differ between iterations, and statistics are collected over a large number of iterations. For each activity factor, the served traffic per cell T(f) is calculated as the sum of the active radio link bitrates for the active users 

T(f) = (u=1U(f) Ru / Ncell.
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where Ncell is the number of cells in the system. This assumes that user are scheduled an equal amount of time. The mean and the 5th percentile of the active radio link bitrate are used as measures of average and cell-edge user quality respectively. Note that as the activity factor increases, individual user bitrates decrease because of increased interference and thereby decreased SINR. The served traffic however increases as the number of active users increases. 
Table 1. Models and Assumptions.

	Traffic Models

	User distribution
	Uniform

	Terminal speed
	0 km/h 

	Data generation
	On-off with activity factor 20, 40, 60, 80, 100%

	Radio Network Models

	Distance attenuation
	L = 35.3+37.6*log(d), d = distance in meters

	Shadow fading
	Log-normal, 8dB standard deviation

	Multipath fading
	SCM, Suburban macro

	Cell layout
	Hexagonal grid, 3-sector sites, 57 sectors in total

	Cell radius 
	167m  (500m inter-site distance)

	System Models 

	Spectrum allocation
	10MHz (50 resource blocks)

	Max UE output power 
	250mW into antenna (no minimum power)

	Max antenna gain
	15dBi

	Modulation and coding schemes
	QPSK and 16QAM, turbo coding according to WCDMA Rel-6. 

	Overhead
	28% for reference signals and L1/L2 control channels (5 symbols per TTI for data)

	Receiver
	MMSE ‎[12] with 2-branch receive diversity, 


4. Numerical Results

Active radio link bitrate results for the different power control mechanisms are shown in Figure 1. Both power control algorithms improve the cell edge bitrate, compared to fixed power, with maintained average bitrate. Comparing algorithms 2 and 3, it is seen that when parameterized to give the same cell-edge bitrate as algorithm 3 (‘explicit’ / RoT target), algorithm 2 (‘implicit’ / partial compensation) not only accomplishes this target, but also yields a higher mean bitrate.

5. Discussion

The results in Section ‎4 indicate that there is not obviously a gain with explicit inter-cell interference control. A cell local power control algorithm taking only path loss to own base station into account yields similar performance. 

Special attention must also be put on control channels. It is at the cell-edge where highest power is needed on control channels where also intra-cell power control is most likely active decreasing the power. For example if the power of RRC follows neighboring cell control, handover signaling will be degraded resulting in increased dropped call rate.

It may be argued that the evaluation scenarios defined in TR25.814, with rather slowly varying shadow fading, do not reveal the full benefit of explicitly taking intercell information into account, and that such gains are seen at mainly with more rapid fading variations (e.g. in ‘Manhattan grids’) together with non-ideal handover decisions. This is indeed a valid observation. However, then the performance of the LTE handover process should be carefully modeled. A fast handover to the correct cell is probably a better solution than sticking to a suboptimal cell with reduced power.  

An alternative or complement to the principles studied here is the use of overload indicators, for which significant gains have been seen in e.g. ‎[3]. A drawback is the overhead introduced by such schemes, especially if UE specific overload indicators are used.  A cell common overload indicator is however expected to be far less costly than an UE individual one.
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Figure 1 Left: Active radio link bitrate CDFs for 100% activity factor, right: Mean and cell-edge active radio link bitrate v served traffic.

6. Conclusion

In the evaluated scenarios, simulation results indicate no improvement by explicitly taking path loss to neighbor cells into account. Similar or better performance is reached without any information about neighbor cells. A more promising alternative is the use of cell common overload indicators, provided that overhead can be kept low.

It is proposed that a feasible closed-loop intra-cell power control algorithm is first defined. Then, multi-cell solutions should be compared to this baseline, including the associated overhead, before introduced. 
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