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1. Introduction

This paper addresses issues about the decoding complexity of the Physical Downlink Control Channels (PDCCH) according to RAN1 decisions in Riga, as follows;
· Downlink control signaling is located in the first n OFDM symbols

· n 
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· Data transmission in the downlink can at earliest start at the same OFDM symbol as the control signaling ends

· Multiple control channels are used

· Each control channel is convolutionally coded

· A UE monitors a number of control channels

· One control channel carries information for one MAC ID

· At least two formats for control signaling is supported

· The power setting of each control channel is up to the Node B, but is constant within a TTI for one control channel

As this decision requires separate coding, flexibility and several transport formats for the control channels, it is expected that a huge number of alternative arrangments of PDCCH channels will appear. Further on, the signalling information in the control channels will vary both in its Information Block Length (IBL) and in its required channel coding rate. Hence, the benefits of arranging the code blocks to a modular structure is addressed in [1]. Even if the modular structure is defined, there remains several search & decode attempts to be executed by the UE in a short time. The decoding complexity is shortly addressd in this contribution.

2. About decoding complexity of the Downlink Control Channels
Decoding of the downlink control signalling is a critical issue for the UE timing, and thus for the air interface design. It determines the timing relationship between the UE decoding and encoding and to which uplink sub-frame the downlink control signalling can refer to. It also sets the timing requirements, how soon the eNB has to decode the uplink Transport Blocks (TB) and create and encode the acknowledgements to the respective downlink control signalling part of the sub-frame. The uplink and downlink frame timing and the air interface round trip time are largely impacted by the respective encoding and decoding times both in the UE and in the eNB. Even further, the search & decoding times of the respective downlink control signalling part of the sub-frame impacts these measures directly.
Even if the demodulation and channel decoding are made simple for the UE, it is obvious that the flexibility of the PDCCH structure causes a large impact to the number of search & decode attempts that the UE is required to process at each sub-frame. It is expected that the UE will have to decode the PDCCHs in about two OFDM symbols, because the allocations and their formats are necessary for the demodulation and decoding of the PRBs in the PDSCH. Until the control channel information is known, the UE will need to store the unmodulated sub-carrier symbols to a sample memory. Respectively in the uplink, the UE cannot start the encoding and multiplexing process for the uplink transmission of the PUSCH, before decoding of the uplink allocations and their formats are available from the downlink control signalling part of the sub-frame.
Decoding complexity
For a rough estimate of decoding complexity there will be  #PDCCHs to decode * IBL / allowed decoding time  load of processing. (As an example 20 PDCCHs of IBL 80 bits to decode in 100 us gives 16 Mbps.) 

The number of decoded control channels as a function of number of butterflies for Viterbi decoding is shown in Fig. 1 for the example IBL of 50 bits and 80 bits. However, the number of PDCCHs to search & decode does not alone tell all the decoding attempts necessary. Other factors affecting the number of decoding attempts include;

· The code rate set

· The rate matching factors

· Tail biting
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Code rate set
There will be different code rates available for PDCCH coding, because they have the benefit of significantly reducing the required dynamics of power boosting between the subcarriers. However, this means that each PDCCH will in the worst-case need to be tested with all the number of ECRs defined. Typically the ECR set, however, could be limited e.g. to two alternatives. If cat0 information is defined, the UEs could be signalled, which code rate is applied for each PDCCH i.e. at each node of the tree according to [1], thus reducing the number of search & decode attempts to half. However, cat0 information is costly as all the UEs shall be able to reliably decode it.

Rate matching

Several rate matching factors are necessary to keep the modular structure in number of subcarrier symbols, because the IBL of different signalling entries is not equal. The code rates are actually proposed to be created so that the mother code is defined to the lowest code rate and the higher code rates are created by puncturing. This enables both the code rate and the rate matching candidates be created by a puncturing table and tested by the required number of decoding attempts. 

Tail biting
As there are large number of code blocks transmitted in the downlink control signalling part and because the code blocks are very small in number of information bits, the tail bit overhead is not minor. It would seem obvious to do tail biting and omit transmission of the tail bits completely. This saves transmission resources and does not cause loss more than a fraction of dBs for meeting the BLER 1% point in the individual code blocks. The loss of coding gain due to tail bititing is even not as dramatic, because the subcarrier power balancing can compensate for the lack of coding gain where necessary.

Yet, tail biting has an implication in the receiver, where it means that an extra decoding iteration (trace-back in trellis) has to be executed to drive the convolutional coder to a known state. This decoding interation thus multiplies all the decoding attempts already defined to be tested as the number of PDCCH positions, the number of code rates and the number of rate matching factors. Therefore, it is proposed that the tail bits are anyhow created at the encoder, but puncturing is applied to the coded block so that the transmission will only contain an equal number of symbols that the tail biting would create. The receiver can thus apply the known puncturing table and test the decoding result without an extra decoding iteration for the tail biting.
3. Summary

In this contribution, it is proposed that PDCCH control channel encoding is always done with the lowest mother code rate and the higher code rates, the rate matching factors and the tail bit compensation are all done by the design of puncturing tables. This proposal enables the UE decode a large number of PDCCH channels in a short time. The decoding iterations for each PDCCH candidate requires testing by a defined puncturing pattern at a time and decoding each trial, until a match is found. This decoding effort is not expected to be overwhelming in terms of complexity in an advanced design.
Apart of decoding itself, there exists other means to reduce the number of decoding attempts by the receiver. These include the modular structure of the control channels, efficient algorithms for ordering the search of candidate PDCCHs and possibly signalling, which may limit the set of candidate PDCCHs to test. 
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� Disclaimer


It is quite obvious that allowing group coding i.e. not having to divide the control signalling part to all independent code blocks were significantly more efficient in decoding.
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