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1 Introduction
In the RAN WG1#46bis meeting, it was agreed to have a working assumption of maximum of two codewords (2CWs) for 4x4 MIMO. In the RAN WG1#47bis meeting, it was agreed to have a working assumption of a fixed codeword to layer mapping of 2+2 for rank-4 MIMO transmissions. Furthermore it was agreed in the RAN WG1#47bis meeting that the Node B should have the flexibility to override the rank as reported by the UE. In this contribution we would like to highlight the advantages of the 1+3 mapping, and that we should rather adopt the 1+3 mapping as a working assumption. We believe that the 1+3 mapping has the following advantages over the 2+2 mapping:

1. We believe that the 1+3 mapping will lead to a simpler implementation since only the first layer is always cancelled in an SIC scheme. Also, we believe that the SIC operation will be simplified since it needs to cancel only one layer vs. having to cancel two layers in the 2+2 case.
2. We will show that there is no performance difference between the 2+2 and 1+3 mapping using an SIC receiver. It is well understood that there will neither be any performance difference with an MMSE receiver implementation.

3. The 1+3 mapping leads to more flexibility at the Node B. When the NodeB overrides the rank, the CQI error introduced is less significant with a 1+3 mapping compared to a 2+2 mapping. This is because the 1+3 rank 4 mapping is a natural extension on the 1xX mapping that is already assumed for ranks lower than 4. We will show the effect of this rank override on capacity in this contribution. 

4. There is a perception that the 1+3 mapping will be an inferior mapping when layer ordering is not indicated. We hope to prove this perception as false in this contribution. 

5. There is no final agreement on rank-feedback granularity yet (pending evaluation for bandwidths larger than 5MHz). In case when UE reports e.g. rank-2 on part of the bandwidth and rank-4 on the other part, there is a mismatch problem with 2+2 scheme. If eNB schedules the UE on RBs overlapping these two subbands, eNB can select e.g. rank-2. However, the CQI with 2+2 mapping would result in mismatch on part of the bandwidth where UE reported rank-4. With 1+3 mapping, since CW1 is always on the first layer, this mismatch is not that serious.

2 Performance Analysis 
Other companies did some link simulations in [3], [4] & [5] where they compared the performance of these 2 schemes. However, we decided to simplify the analysis in order to focus on the issues here and rather do theoretical capacity calculations which anybody can duplicate. Regarding the rank override, we focus here on the case where the UE reports a rank of 4, but the Node B decides on a rank 3. We consider this the most likely and relevant rank override, because the 2+2 mapping is only valid for rank 4. The detailed simulation assumptions are shown in Table 1.
Table 1 Simulation Assumptions

	Parameter
	Value

	SNR
	13dB

	Channel Model
	Raleigh Fading

	Tx by Rx
	4x4

	(Tx Correlation, Rx Correlation)
	(0.4,0)

	Channel Estimation
	Perfect

	Receiver
	MMSE-SIC

	MCS
	-7 to 23 in 1dB increments

	Rank Adaptation
	Yes

	HARQ
	None

	Precoder
	Single Fourier Matrix


The simulation results in Figure 1 show that there is no performance difference between the 1+3 and 2+2 mapping in both cases where ordering is reported and when it is not reported.
When the UE reports a Rank 4, and the Node B selects a Rank 3, we can see in Figure 2 the CDF of the CQI Error given different mappings. We repeat the significant statistics in Table 2. We can see that the Error mean and variance for the 1+3 mapping is always less than the 2+2 mapping case.

The real effect of CQI error should be measured in terms of system capacity. In Figure 3 and Figure 4 we show the CDF of the user capacity  considering the CQI error due to rank override. We can see that on average the 1+3 has about a 10% greater capacity compared to the 2+2 mapping case, when the Node B overrides the rank. 

Table 2 Error Statistics (in dB) due to Rank 3 override
	
	Mean 1+3
	Mean 2+2
	STD 1+3
	STD 2+2

	Order CW1
	   1.1564
	   2.9783
	   0.8915
	   1.0044

	Order CW2
	   2.0160
	   3.4262
	   0.6707
	   1.2348

	No Order CW1
	   1.3399
	   3.4684
	   1.0360
	   1.2275

	No Order CW2
	   0.4347
	   1.0636
	   1.9016
	   2.9462
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Figure 1 Performance of SIC receiver with different mappings
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Figure 2 CQI error due to rank override
[image: image3.emf]10 11 12 13 14 15 16 17

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Capacity

1x3

2x2


Figure 3 Capacity of 1+3 vs. 2+2 considering CQI error due to rank3 override
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Figure 4 Capacity of 1+3 vs. 2+2 considering CQI error due to rank2 override
3 UE Complexity

We believe that the complexity will be simpler for a receiver with a 1+3 structure compared to the receiver with a 2+2 structure. We describe these two receivers in Figure 5 and Figure 6.


[image: image5]
Figure 5 Decoder structure for 1+3 receiver

[image: image6]
Figure 6 Decoder structure for the 2+2 receiver
Based on the above figures we would like to highlight some significant differences:
1. The 1+3 receiver will need a smaller buffer size, because it can discard the received signal sooner compared to the 2+2 receiver. If a turbo decoder was completely parallel then there would be no difference in complexity. However, given that all the layers carry the maximum data rate of 50 Mbps, and that the turbo decoder has a limited amount of parallel processing (currently we are only considering 8 parallel decoder circuits), and requires a minimum time unit to decode one layer. Then it will take twice longer to decode 2 layers (equaling 100Mb/s) compared to decoding a single layer (equaling 50Mb/s), and therefore the complex received symbols can be discarded quicker, leading to a smaller required buffer memory. 
· For Example: Assume it takes a time T for 8 turbo decoders to decode the peak rate for all of the 4 layers. Then, it will take T/4 to decode 1 layer, T/2 to decode 2 layers, and 3T/4 to decoder 3 layers. Therefore with the 1+3 structure we can discard the buffer for modulation symbols after T/4 while with the 2+2 structure we can only discard it after T/2. This will translate into relaxed requirement on modulation symbol buffer and relaxed time line in mobile station receiver chain.
2. The 2+2 needs one additional block, namely the L2 reconstruction block.
3. The 2+2 receiver needs to do 2 SIC subtractions instead of one. 

4. The 1+3 always cancels the first layer just like in the Rank 3 (1+2) case and the Rank 2 (1+1) case and thus result in a simpler UE operation irrespective of the MMO rank or configuration. 

4 Conclusion
In this contribution we described the benefits of the 1+3 codeword to layer mapping scheme vs. the 2+2 scheme. We believe that the 1+3 mapping scheme has significant benefits compared to the more restrictive 2+2 mapping scheme and needs to be considered as the working assumption.
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