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1. Introduction
Improvement of coverage and throughput in areas near cell edges is one of important technical issues for the evolved UTRAN. Some companies have suggested application of low rate codes to the issue [1][2][3]. In the existing UTRA system, a bit repetition scheme is used to achieve coding rates of lower than 1/3 and this has been suggested in TR25.814 as a method of achieving higher processing gain. 
So far, we proposed an alternative method to the conventional repetition scheme, of applying the technique of “Shortened codes [4]” to the existing UTRA R=1/3 turbo code, in order to achieve coding rates of less than 1/3 [5]. We showed link-level simulation results assuming ideal channel estimation and no receive antenna diversity compared to a repetition method, and then, the ones using real channel estimation and receive antenna diversity [6]. The results show the performance gain of proposed method over the repetition method is about 0.2 to 0.5 dB even under the real channel estimation.
In this contribution, system-level simulation results under E-UTRA downlink and uplink arrangements are provided. The simulation results show the user throughput gains of the proposed methods over the repetition method are about 5% to 10% for the 5% CDF and 10% CDF points.
Additional link-level simulation results using Turbo codes with QPP interleaver are shown in Appendix A. The decoding complexity of the shortened code is discussed in Appendix B.
2. Overview

The proposed methods apply “shortened code” techniques to the existing UTRA R=1/3 turbo coding scheme reusing the current turbo encoder and decoder. The main change is to insert temporary bits into the source data stream before encoding. These temporary bits play a key role in the decoding process to improve the performance.

Two methods for shortened turbo codes, termed “outer method” and “inner method,” can be considered. Outer methods are constructed by simply applying shortened code technique to turbo codes. Alternatively, in the inner methods, temporary bits insertion is done in each constituent encoder. The inner methods achieve greater link level performance than that of the outer methods, although some modifications to the conventional decoding algorithm are needed. Therefore both methods are considered as feasible candidates. The amounts of the gains compared to the repetition methods are about 0.2 to 0.5 dB depending on the method and the coding rate. We show how such link level performance gain can affect to the user throughput gain and show the advantage of adopting the proposed schemes for EUTRA systems.
3. Simulation results
We carried out the system level simulations for both uplink and downlink transmissions.

3.1. Downlink

We performed the simulation basically under assumptions indicated in the requirement [7]. Some of the assumption parameters we selected are listed for the link level in Table 1 and for the system level in Table 2. Figure 1 shows the CDF of the SINR for TU fading channel. The “Scheduled SINR” means EESM estimated over a chunk, which is a group of resource blocks within 5MHz bandwidth and assigned by Node B for each user. Proportional Fairness (PF) is used as user scheduling algorithm. The frequency scheduling is performed as follows: First, the UE with the highest priority of all the connected UEs based on the PF algorithm is selected for the first chunk. Then, the UE with the next highest priority is selected for the next chunk, and so on. 

In Figure 2, we show the CDF of the user throughput for the conventional release 6 Turbo code with repetition scheme and the proposed outer and inner shortened Turbo code. The left figure shows the overall view of the CDF while the right one is enlarged to show the details for low SINR users. It can be seen that the user throughputs for the systems applied the proposed methods are improved from the conventional repetition methods according to the link level performance. In Table 3, the 5% and 10% CDF user throughputs and the average cell throughputs are shown. The proposed outer and inner methods improve the user throughput by about 5% and by about 9%, respectively for both 5% and 10% CDF points.
Table 1 – Downlink Link level simulation assumptions.

	Bandwidth(per User)
	5 MHz

	Number of sub-carriers
	300

	Sub-frame length(TTI)
	1.0 ms

	Number of OFDM symbols per sub-frame (0.5ms)
	7 (5 OFDM symbol for data)

	Number of available bits for data
	2900 for QPSK, 5800 for 16QAM

	Modulation
	QPSK (R=1/27, 1/21, 1/17, 1/12, 1/9, 1/7, 1/5, 1/4, 1/3, 1/2, 2/3)

16QAM (R=1/2, 2/3, 4/5, 9/10)

	Channel estimation
	ideal

	Rx diversity
	2 Rx

	Decoding
	Max-Log-MAP (iteration=8)

	Scaling factor
	0.75

	H-ARQ
	Chase Combining

	Round Trip delay
	4 TTI

	Channel Model
	TU

	UE Speed of interest
	3km/h (fD=5.5Hz)


Table 2 – Downlink System level simulation assumptions.

	Bandwidth
	10 MHz

	ISD
	3464 m

	Number of users per cell
	60

	Link Mapping
	EESM (Exponential Effective SINR Mapping)

	Scheduling
	Proportional Fairness (PF)

	Traffic Model
	Full Buffer
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Figure 1 – Distribution of Scheduled SINR
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Figure 2 – Distribution of UE throughput (left: overall view, right: enlarged view)

Table 3 – Summary of simulation results

	MCS vs. BLER
	Average sector throughput [kbps]
	5%CDF user throughput [kpbs]
	10%CDF user throughput [kpbs]

	Release 6
	5068
	28.4
	38.5

	Outer 1/5+Rep
	5103 (+0.7%)
	30.1 (+5.7 %)
	40.7 (+5.5%)

	Inner 1/5+Rep
	5117 (+0.97%)
	30.9 (+8.8%)
	41.8 (+8.7%)


‘+Rep’ means that the additional bit repetition is used for R<1/5
3.2. Uplink
We also performed the uplink simulation basically under assumptions indicated in the requirement [7]. Some of the assumption parameters we selected are listed for the link level in Table 4 and for the system level in Table 5. In the simulations, slow transmit power control (slow TPC) with target SNR of 10 dB was performed. We assume the system bandwidth of 10MHz and allocation bandwidth of 1.25MHz. The frequency scheduling is performed as follows: First a combination of a UE and a band with highest priority based on the proportional fairness (PF) algorithm is selected. Then a combination of a UE and a band with highest priority is selected after getting rid of the UE and band selected at the previous step from the candidates, and so on. 

Figure 3 shows the distribution of “scheduled” SINR (the effective SINR of a user which is allocated a transmission opportunity by eNodeB scheduler). Figure 4 shows the CDF of the user throughput. The right figure is an enlarged view of the low-throughput part of the left one. Table 6 shows the summary of simulation results. The proposed outer and inner methods improve the user throughput by about 5-8% and by about 7-10%, respectively, for both 5% CDF and 10% CDF.

Table 4 – Uplink Link level simulation assumptions.

	Bandwidth(per User)
	1.25 MHz

	Number of sub-carriers
	75

	Sub-frame length(TTI)
	0.5 ms

	Sub-frame format of SC-FDMA
	6 long blocks/sub-frame

	Number of Available data bits
	900 for QPSK, 1800 for 16QAM

	Modulation
	QPSK (R=1/27, 1/21, 1/17, 1/12, 1/9, 1/7, 1/5, 1/4, 1/3, 1/2, 2/3)

16QAM (R=1/2, 2/3, 4/5, 9/10)

	Channel estimation
	ideal

	Rx diversity
	2 Rx

	Decoding
	Max-Log-MAP (iteration=8)

	Scaling factor
	0.75

	Uplink transmission power control
	Open loop slow TPC, target SNR = 10 dB

	H-ARQ
	Chase Combining

	Round Trip delay
	4 TTI

	Channel Model
	TU

	UE Speed of interest
	5.4km/h (10Hz)


Table 5 – System level simulation assumptions.

	Bandwidth
	10 MHz

	ISD
	1732 m

	Number of users per cell
	51

	Link Mapping
	Effective SINR [8]

	Scheduling
	Proportional Fairness (PF)

	Traffic model
	Full Buffer
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Figure 3 – Distribution of Scheduled SINR
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Figure 4 – Distribution of UE throughput (left: overall view, right: enlarged view)

Table 6 – Summary of simulation results

	MCS vs. BLER
	Average sector throughput [kbps]
	5%CDF use throughput [kpbs]
	10%CDF use throughput [kpbs]

	Release 6
	10392
	48.5
	102.0

	Outer 1/5 +Rep
	10409 (+0.16%)
	52.6 (+8.3 %)
	107.6 (+5.5%)

	Inner 1/5 + Rep
	10411 (+0.18%)
	53.5 (+10.3%)
	109.5 (+7.4%)


‘+Rep’ means that the additional bit repetition is used for R<1/5
4. Conclusion
We have shown the system level simulation results applying the “shortened code” technique to the existing UTRA R=1/3 turbo coding scheme for code rates less than 1/3 for both downlink and uplink arrangements. In downlink, the user throughput gains of about 5% to 9% are obtained for 2km of cell radius in the SNR range from about -10dB to 0.0dB compared to the conventional repetition scheme. In uplink, the user throughput gains of about 5% to 10% for 1km of cell radius are obtained. 
It seems relatively little gains as total cell throughputs. However, users near cell edge of about 50% of all the cell users for downlink and about 20% of ones for the uplink can improve the performance, respectively. 
The method requires only minor modification to the existing UTRA channel coding scheme because a new channel coding method doesn’t need to be specified and existing hardware resources are re-used. The complexity would increase marginally, and this additional complexity increase is negligible in comparison to the total processing required for decoding a radio block. The method can be considered as a complement to (or a substitute for) the conventional “repetition schemes” as used in release 6.

Therefore we would like to suggest that the proposed method be considered as one of the basic functions of the EUTRA.
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Appendix A:  Link Level Simulation results for Turbo codes with QPP interleaver
At the RAN1#47bis meeting, it was decided that the QPP interleaver is a working assumption for the LTE turbo code interleaver [9]. Therefore, we evaluated the link-level performances of the shortened turbo code (S-TBC) under AWGN condition. Figure A1 shows the required Eb/N0 performances of various low rate coding schemes including the proposed ones. The information block size of 320, the modulation scheme of QPSK and the target BLER of 0.1 are used in the simulation. In Figure A2, the performances of the Rel.6 turbo code with PIL for the same conditions are shown as references.

The inner S-TBC shows good performances irrespective of the interleaving schemes. On the other hand, for the outer S-TBC, the performances of QPP are better than those of PIL for 1/7(R(1/4 and the performances of QPP with the repetition (R<1/7) are better than those of PIL for 1/9(R(1/4. We think that the reason is that the use of the almost uniformly distributed padding bits and QPP interleaver which has the contention free property will make the padding bit positions for the second component code input, i.e. the interleaver output, widely distributed also.
[image: image7.emf]0.0

1.0

0.1 0.2 0.3

Coding Rate

Required Eb/N0[dB]

UTRA Turbo Outer S-TBC

Inner S-TBC Outer S-TBC1/7+repetition

Inner S-TBC 1/7+repetition


‘+repetition’ means that the additional bit repetition is used for R<1/7

Figure A1 – The required Eb/N0 under AWGN, information block size=320, QPSK,
Target BLER=0.1 for turbo codes with QPP.
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Figure A2 – The required Eb/N0 under AWGN, information block size=320, QPSK,
                    Target BLER=0.1 for turbo codes with PIL.

Appendix B:  Issues of the Decoding Complexity
In this section, we consider the complexity issues of the decoders for the code shortening methods. The complexity will depend on the actual implementation of the decoder. When adopting ’a straight forward method’, in which the large values of log likelihood corresponding to the known padding bits are inserted to the received data before decoding, the decoding overhead is increased according to the number of the inserted bits. For example, at coding rate of 1/5, since the number of the inserted bits is the almost same as the information bits, the decoding overhead is about 100%.
In order to reduce the decoding complexity, we can use an alternative decoding method called ’direct selection method’. Figure B1 shows a part of a trellis diagram of the MAP decoder. Assuming that the decoder knows the padding bits position and the binary values of ’0’, the true paths corresponding to the padding bits can be directly selected without using the likelihood data.
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Figure B1 – Trellis diagram for the direct selection method.
Comparing the repetition schemes, the amount of processing is increased by about 10% for R(1/5 and about 30% for 1/7(R<1/5. For the repetition scheme, likelihood data for the repeated bits are added at once before decoding. On the other hand, for the shortened code, the similar process is necessary on each branch connected to the state and in each iteration. That is the reason for the complexity increase.
Regarding circuit size, assuming the code block sizes after the padding bit insertion are restricted to be less than the maximum code block size, then conventional MAP decoders can be reused with a few modifications.
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