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Introduction

At TSG RAN plenary #33, the LTE study item was closed on the basis of the gains shown from the LTE system performance when compared with HSPA performance. In order to ensure that the final LTE system would still be able to realize these performance gains, a number of operators requested for a performance verification to be performed in the work item phase before completion of the stage 3 work (to be presented to the TSG RAN plenary #36 in June 2007). This performance verification is necessary to understand if the LTE system design is on track to meet the LTE system performance demonstrated at the end of the LTE study item, and to understand whether any additional work needs to be done to improve the system performance further to meet the performance targets.
The aim of this document is to propose the scenarios, performance metrics and simulation assumptions for the verification process so that it is both relevant and that simulations can be aligned as much as possible. Companies are requested to provide feedback on whether any more detailed information is needed to allow for simulation alignment between companies.

Companies with simulation capability are encouraged to contribute to the performance verification process using the detailed information outlined below. 
Performance evaluation cases and metrics
In the following, we summarize performance evaluation cases and the corresponding metrics which are seen as relevant from an operator point of view. Most of the presented metrics are directly related to requirements in [2]. Some other cases and metrics are seen as relevant in order to assess the overall LTE performance with respect to operator requirements [10].
In order to simplify comparison of results from different companies, a template for how to report the results is provided in Appendix C.
Focus of all evaluation cases is FDD. Results for TDD can be presented in addition.  
1) System analysis 
The system analysis does not necessarily involve simulations and aims at assessing the capability related requirements in [2]. The following metrics shall be provided:
1a) 
Peak rates
Typical overhead (control channels, pilots, guard interval, …) shall be estimated for the operating point used for calculations and be split into individual items.
1b) 
Connection setup latency (C-plane) 
1c) 
U-plane transmission latency
The calculation should include typical HARQ retransmission rates (e.g. 0%  - 30%).
1d) 
HO latencies (intra-frequency, inter-frequency and inter RAT)
Support will be asked from RAN2 on the latency calculations in [14] where the detailed assumptions are given.
2) Full queue system evaluation

The objective of full queue system evaluation is to assess the LTE performance compared to Rel6 according to the requirements in [2] especially in terms of throughput and spectrum efficiency. All metrics shall be provided as absolute figures and relative gains compared to Rel6. Rel6 performance shall be provided for comparison.

The system evaluation shall be based on multi-cell system simulations fully capturing the interference environment. Therefore, a realistic load shall be assumed in all cells. 
10 users (and optionally 20 users for enhancement techniques) per cell on average and a homogeneous user distribution shall therefore be assumed as a reference case.   
Multi-cell interference shall be explicitly modeled (including fast fading MIMO channel) for a sufficient number of neighbor cells assuming same antenna configuration.

Typical overhead (control channels of both links, pilots,… ) shall be estimated for the operating point used in the simulations and be split into individual items.
Reference cases 1 to 4 defined in [3] shall be evaluated. Case 1 and 3 are seen as a minimum. 
For LTE, the Spatial Channel Model [13] SCM-C (Urban Macro, high spread [3]) shall be employed. This should enable a fair comparison to Rel 6, where the Typical Urban channel model (with perfect antenna de-correlation, [3] Table A.2.1.7-1) is used.
The following maximum output powers can be assumed: 

· 24 dBm for the UE, 

· 46dBm (10Mhz) and 43 dBm (5 Mhz, 1.25 MHz) for the eNodeB.
The following metrics shall be provided:

2a) 
Average cell throughput [bits/s/cell] and spectrum efficiency [bits/s/Hz/cell].
2b) 
Average user throughput [bits/s/user] and spectrum efficiency [bits/s/Hz/user].
2c) 
5%-tile user throughput (i.e. cell edge user throughput) [bits/s/user] and spectrum efficiency [bits/s/Hz/user]. 
The following additional information shall be provided in order to enable comparison of absolute values among different results of different companies and understand potential differences:

2d)  
User throughput CDF normalized by the average user throughput for fairness check shall be provided at least for the 10 user case.
2e)
For DL: CDF of users' geometries.
2f)
For UL: CDF of user's interference over thermal noise. This CDF depends on the power control scheme and thus also characterizes the power control algorithm used.
Note that a calibration case is also provided for uplink and downlink.
3) System evaluation with realistic traffic models 
In addition to the full queue case, simulations with realistic traffic models shall be provided in order to assess the LTE performance under typical traffic and load conditions.

An emphasis is put on VoIP, where initial results were already provided in [3]. However, also the mixed traffic case is seen as relevant [3], [10].
VoIP capacity evaluation 
System evaluation is based on multi-cell system simulations as outlined in case 2) employing the VoIP traffic model (see Appendix A). 
Typical overhead (control channels of both links, pilots,… ) shall be estimated for the operating point used in the simulations and be split into individual items.

The system bandwidth for VoIP simulations is reduced to 5 MHz for all cases and the baseline overhead assumed in the simulations shall be scaled accordingly. The Typical Urban channel model shall be used for this case. 
[Different scheduling policy and HARQ operation may be assumed depending on RAN2 decision, to be clarified at RAN1#48]
The baseline assumption is that bundling is not used for VoIP packets. However, bundling can be considered as an enhancement technique.  

The following metric shall be provided:

3a) 
VoIP capacity in form of the maximum number of satisfied users supported per cell (see satisfied user criterion in Appendix A) in downlink and uplink.   
Other traffic models and traffic mix

System evaluations with other traffic models (such as HTTP, FTP, gaming, video conferencing, and streaming models outlined in [3] and [10]) and aggregate service mix provided in Appendix B should be considered for future evaluation, however this is NOT required to be done as part of the current performance verification proposal within 3GPP. 
4) MBSFN transmission evaluation
System evaluations based on multi-cell simulations for SFN (Single Frequency Network) transmission of an MBMS service on a dedicated carrier. 
The deployment scenarios considered fro these evaluations are derived from the unicast cases defined in [3].  Especially case 1 and case 4 (with 10 MHz system bandwidth) shall be evaluated. The same transmit powers and antenna heights as for unicast shall be assumed for the baseline simulations. Evaluations with modified parameters especially concerning the antenna heights and propagation models shall be considered as specific cases.  
A deployment similar to unicast (Hexagonal grid, 19 cell sites, 3 sectors per site [3]) shall be evaluated with all sites participating to the MBSFN. The nominal coverage area for evaluation corresponds to the 3 sectors of the center site and the first tier of surrounding sectors. Both numerologies (15 kHz and 7.5 kHz sub-carrier spacing) may be used where appropriate.
The following metrics shall be provided:

4a) 
System throughput [bits/s] and spectrum efficiency [bits/s/Hz] assuming a coverage of 95% of the MBSFN area (i.e. 5% of locations in nominal MBSFN coverage area experience PER of 1% or greater ).
4b)
Maximum ISD assuming a system throughput of 1 bit/s/Hz according to the above criterion.

Downlink configuration
The downlink system configuration described below contains a baseline configuration that shall be evaluated by all companies as a reference case. Several specific techniques of particular interest are listed which shall be evaluated to clarify their additional gain compared to the baseline.  
The downlink configurations are separately listed for unicast and MBSFN.

A. Unicast transmission
1) Specific techniques to be evaluated
· Interference coordination 

· Reuse other than 1 
· Semi-static interference co-ordination
·  Inter-cell interference cancellation
·  Interference Cancellation
· MIMO

· Advanced antenna configurations: 4 x 2, 4 x 4
· Beamforming (advanced antenna configuration and spacing, to be described) 
· Synchronised network for unicast can be assumed and exploited as a specific case.
2) Baseline downlink configuration
· Node B scheduler

· Scheduling in time, frequency and space can be assumed. Used CQI information and overhead should be described. 
· For calibration purposes:  RR in time with full bandwidth allocation and 1x2 antenna configuration.  
· Link adaptation

· MCS table and resolution 
· 5bits = 32 values, 
· ~1 dB resolution from –10 to 22 dB.  
· Details on link-to-system interface including AWGN link-level curves shall be presented (assuming EESM or MIESM based SINR mapping [11]).
· HARQ

· Asynchronous adaptive with IR
· 5 or 6 HARQ processes.
· MIMO

· Antenna configuration: 
· 1x2 for calibration only

· 2x2 is baseline configuration in all other cases
· 10 lambda antenna spacing at eNodeB and 0.5 lambda at UE. 
· SU-MIMO and MU-MIMO are considered as separate cases.
· SU-MIMO 
· Maximum rank 2 (adaptive)
· Pre-coding can be assumed feedback has to be described.
· LMMSE is baseline (SIC can be used in addition)
· MU-MIMO
· Rank one per UE, maximum 2 UEs
· Different pre-coding can be used than in SU-MIMO
· LMMSE is baseline
· Interference coordination 

· Basic scheme: Static Fractional Frequency Reuse
· Reuse 1 is baseline.
· Power control
· No power control for data channels for best effort simulations.
· Power control can be assumed for control channels in all simulations and for data channels in VoIP simulations
· Inter-cell interference cancellation
· Interference Rejection Combining at UE [12].
· Baseline configuration assumes asynchronous network (i.e. properties of synchronous network cannot be exploited)
All other basic transmission parameters (e.g. TTI length, Modulation, Resource block size, reference signal structure, channel coding) shall follow the specifications in [5].
The following items shall also be considered in the system evaluation 

· Control channels can be assumed error free for R6 reference case and the LTE baseline. However, modeling and analysis of control channel errors (ACK/NACK, CQI with a typical standard deviation of 1dB, and L1/L2 signaling) is seen as highly desirable and should be done wherever possible. 

· CQI report interval and granularity: 
· Time interval: every 5 ms, with 2 ms delay.
· CQI bin bandwidth: not less than 2 RBs.
· Channel estimation – should be modelled or at least calculations showing the impact should be presented.
· Baseline control channel overhead in downlink spans the three first OFDM symbols of each sub-frame. Pilot positions in remaining OFDM symbols are to be considered in addition.
· A receiver noise floor shall be assumed, i.e. a max. C/I limit of 22 dB.
B. Baseline downlink configuration for MBSFN Transmission
· Synchronised network
· MIMO

· Reference antenna configuration: 1x2
· Specific techniques assuming a 2x2 configuration can be considered in addition
· Channel estimation (pilot density) – shall be modeled or at least calculations showing the impact should be presented
All other basic transmission parameters (e.g. TTI length, Modulation, Resource block size, reference signal structure, channel coding) shall follow the specifications in [5].

Uplink configuration
The uplink system configuration described below contains a baseline configuration that shall be evaluated by all companies as a reference case. Additionally several specific techniques of particular interest are listed which can be evaluated depending on companies interest and simulation capabilities.   
1) Specific techniques to be evaluated

· Interference coordination 

·  Semi-static interference co-ordination
· MIMO

· MU MIMO to be used for UL VoIP

· 4 receive antennas at eNodeB and 4 user MU-MIMO
· Antenna selection
· SU-MIMO 
· Maximum rank 2 (adaptive)
· Pre-coding can be assumed feedback has to be described.
· LMMSE is baseline (SIC can be used in addition)
· 2 and 4 receive antennas at eNode B
· Closed Loop transmit diversity

· 2 transmit antennas and 2 (and 4) receive antennas at eNode B
· Open Loop transmit diversity

· 2 transmit antennas and 2 (and 4) receive antennas at eNode B
· Synchronised network for unicast can be assumed and exploited as a specific case.
2) Basic uplink configuration
The following techniques shall be included in all system simulations as basic configuration

· Node B scheduler

· Scheduling in time, frequency and space can be assumed. Used CQI information and overhead should be described. 
· For calibration purposes:  Scheduling with equal bandwidth sharing, no MU-MIMO, and no frequency hopping.
· Link adaptation

· MCS table and resolution 
· 5bits = 32 values, 
· ~1 dB resolution from –10 to 17 dB.  
· Details on link-to-system interface including AWGN link-level curves shall be presented (assuming EESM or MIESM based SINR mapping [11]).
· HARQ

· Synchronous HARQ with IR
· 5 or 6 HARQ processes

· MIMO and diversity
· Antenna configuration: 
· 1x2 in all cases
· 10 lambda antenna spacing at eNodeB
· Receive diversity and MU-MIMO (with maximum 2 users) shall be considered as separate cases. 
· Interference coordination 

· Basic scheme: Static Fractional Frequency Reuse
· Reuse 1 is baseline.
· Power control
· Closed loop slow power control (update rate of 200 Hz) [agreed power control scheme in RAN1#48]
· Specify if and what knowledge from other cells is used.
· Baseline configuration assumes asynchronous network (i.e. properties of synchronous network cannot be exploited)
All other basic transmission parameters (e.g. TTI length, Modulation, Resource block size, reference signal structure, channel coding) shall follow the specifications in [5].
The following items should also be considered in the system evaluation 

· Control channels can be assumed error free for R6 reference case and the LTE baseline. However, modeling and analysis of control channel errors (ACK/NACK, and L1/L2 signaling) is seen as highly desirable and should be done wherever possible.
· A Power control delay of 4 ms shall be assumed (related to CQI report rate).
· Channel estimation shall be modelled or at least calculations showing the impact shall be presented
· Baseline out of band control channel overhead in uplink spans 8 RBs (i.e. 96 sub-carrriers with 4 RB's on each side of the system bandwidth).
· 2 LB per sub-frame are assumed as pilot overhead for demodulation. Sounding pilot shall be modelled and described wherever applicable.
· A receiver noise floor shall be assumed, i.e. a max. C/I limit of 17 dB.
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Appendix A: VoIP

A VoIP user is in outage (not satisfied) if 98% radio interface tail latency of this user is greater than 50 ms. This assumes an end-to-end delay below 200 ms for mobile-to-mobile communications.
The system capacity is defined as the number of users in the cell when more than 95% of the users are satisfied.

Erasure rate for consecutive full rate AMR voice frames is proposed to be [less than 0.05% to be defined by SA4] (to account for bundled voice packet losses). Bundling is considered as an enhancement technique and the outage criterion used should be detailed for such evaluations.
Main parameters of the traffic model
The following table provides the relevant parameters of the VoIP traffic that shall be assumed in the simulations. The details of the corresponding traffic model are described below:

	Parameter
	Characterization

	Codec 
	RTP AMR 12.2, 

Source rate 12.2 kbps

	Encoder frame length
	20 ms

	Voice activity factor (VAF)
	50% (c=0.01, d=0.99)

	SID payload
	Modelled

15 bytes (5Bytes + header)

SID packet every 160ms during silence

	Protocol Overhead with compressed header
	10 bit + padding (RTP-pre-header)

4Byte (RTP/UDP/IP) 
2 Byte (RLC/security)
16 bits (CRC)

	Total voice payload on air interface
	40bytes (AMR 12.2)


Detailed description of the VoIP traffic model
Basic Model

Consider the simple 2-state voice activity model shown in Figure 1.
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Figure 1 – 2-state voice activity model.

In the model, the probability of transitioning from state 1 (the active speech state) to state 0 (the inactive or silent state) while in state 1 is equal to 
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, while the probability of transitioning from state 0 to state 1 while in state 0 is 
[image: image3.wmf]c

. The model is assumed updated at the speech encoder frame rate 
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 is the encoder frame duration (typically, 20ms).

Model Statistics

The steady-state equilibrium of the model requires that
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where 
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 are respectively the probability of being in state 0 and state 1.

The Voice Activity Factor (VAF) 
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 is given by
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A talk-spurt is defined as the time period 
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 between entering the active state (state 1) and leaving the active state. The probability that a talk spurt has duration 
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 speech frames is given by



[image: image13.wmf]1

()(1)1,2,

TS

n

nTS

PPnaan

t

-

=

=-=

@L


 MACROBUTTON MTPlaceRef \* MERGEFORMAT (1.3)

Correspondingly, the probability that a silence period has duration 
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 speech frames is given by
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The mean talk spurt duration 
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 (in speech frames) is given by
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while the mean silence period duration 
[image: image18.wmf]SP

m

 (in speech frames) is given by
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The distribution of the time period 
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 (in speech frames) between successive active state entries is the convolution of the distributions of 
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. This is given by
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Note that 
[image: image24.wmf]AE

t

 can be used as a crude guide to the time between MAC layer resource reservations, provided a single reservation is made per user per talk-spurt. Note that in practice, very small values of 
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 might not lead to a separate reservation request, but equation (1.7)

 still offers some potentially useful guidance.

Since the state transitions from state 1 to state 0 and vice versa are independent, the mean time 
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 between active state entries is given simply by the sum of the mean time in each state. That is
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Accordingly, the mean rate of arrival 
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 of transitions into the active state is given by
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Example

As a simple example, consider the case where the speech encoder frame duration 
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. Further assume a desired VAF of 60% (
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,  GOTOBUTTON ZEqnNum921650  \* MERGEFORMAT  and so 
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For these parameters, the resulting theoretical and simulated distributions of the talk spurt duration (
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, in seconds), silence period duration (
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, in seconds), and time between active state entry (
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, in seconds) appear in Figure 2.

The mean talk spurt duration is given by 
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 frames, or 5s. Correspondingly, the mean silence period duration is 
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frames, or 3.33s. The resulting mean time between active state entry is then 8.33s, and so the mean rate of arrival of talk spurts is 
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Figure 2 – State duration and entry distributions – theory and simulation.

Appendix B: other traffic models and traffic mix
This appendix provides traffic models for further evaluations and a typical scenario for a traffic mix in the following table:
	Application
	Traffic Category
	Percentage of Users

	FTP
	Best effort
	10 %

	Web Browsing / HTTP
	Interactive
	20 %

	Video Streaming
	Streaming
	20 %

	VoIP
	Real-time
	30 %

	Gaming
	Interactive real-time
	20 %


The traffic models outlined in [3] and detailed below for convenience (e.g.  best effort – FTP, HTTP QoS – VoIP, streaming, video conferencing, gaming) should be considered for future evaluations (NOT considered as part of this evaluation proposal).
Satisfied user criteria for different the traffic types can be found in [3] section 8.1.1.

Best Effort Traffic: FTP

The following definition is for the downlink. For the uplink, the same traffic model shall be used.  An FTP session is a sequence of file transfers separated by reading times.  The two main FTP session parameters are

The size S of a file to be transferred

The reading time D, i.e. the time interval between end of download of previous file and the user request for the next file

	Parameter
	Statistical Characterization

	File Size S
	Truncated Lognormal Distribution

Mean= 2Mbytes, Standard Deviation=0.722 Mbytes, Maximum=5 Mbytes

(Before Truncation)
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	Reading Time D
	Exponential Distribution

Mean=180 seconds
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FTP Traffic Parameters

Interactive Traffic: Web-browsing using HTTP

A web-page consists of a main object and embedded objects (e.g. pictures, advertisements etc). After receiving the main page, the web-browser will parse for the embedded objects. The main parameters to characterize web-browsing are: 

The main size of an object SM
The size of an embedded object in a page SE 

The number of embedded objects ND
 Reading time D
Parsing Time for the min page TP
	Parameter
	Statistical Characterization

	Main Object Size SM
	Truncated Lognormal Distribution

Mean=10710 Bytes, Standard Deviation=25032 Bytes, Minimum=100 Bytes, Maximum=2 Mbytes (Before Truncation)
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	Embedded Object Size SE
	Truncated Lognormal Distribution

Mean=7758 Bytes, Standard Deviation=126168 Bytes, Minimum=50 Bytes, Maximum=2 Mbytes (Before Truncation)
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	Number of Embedded Objects per Page =ND
	Truncated Pareto Distribution

Mean=5.64, Maximum=53 (Before Truncation)
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Note: Subtract k from the generated random value to obtain ND

	Reading Time D
	Exponential Distribution

Mean=30 seconds

PDF: 
[image: image53.wmf]0

,

³

=

-

x

e

f

x

x

l

l

, 
[image: image54.wmf]033

.

0

=

l



	Parsing Time TP
	Exponential Distribution

Mean=0.13 seconds
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Web-browsing Traffic Parameters

Video Streaming

Each frame of video data arrives at a regular interval T determined by the number frames per second. Each frame is decomposed into a fixed number of slices, each transmitted as a single packet. The size of these packets/slices is modelled to have a truncated Pareto distribution. The video encoder introduces encoding delay intervals between the packets of a frame. These intervals are modelled by a truncated Pareto distribution. The following distributions assume a source video rate of 64 kbps:

	Parameter
	Statistical Characterization

	Inter-Arrival time between the beginning of each frame 
	Deterministic

100 ms (based on 10 frames per second)



	Number of packets (slices) in a frame
	Deterministic, 8 packets per frame

	Packet (slice) size
	Truncated Pareto Distribution

Mean=10 Bytes, Maximum =250 Bytes (Before Truncation)
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	Inter-arrival time between packets (slices) in a frame
	Truncated Pareto Distribution

Mean=m=6 ms, Maximum =12.5 ms (Before Truncation)
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Video Streaming Traffic Parameters

Interactive Real-Time Services: Gaming

	Parameter
	Statistical Characterization

	Initial packet arrival 
	Uniform Distribution
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	Packet arrival
	Deterministic, 40 ms

	Packet size
	Largest Extreme Value Distribution (also known as Fisher-Tippett distribution)


[image: image65.wmf]b

a

x

e

b

a

x

x

e

e

b

f

-

-

-

-

-

=

1

,
[image: image66.wmf]7

.

5

,

45

=

=

b

Bytes

a


Values for this distribution can be generated by the following procedure:
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Because packet size has to be integer number of bytes, the largest integer less than or equal to x is used as the actual packet size

	UDP header
	Deterministic (2 Bytes). This is added to the packet size accounting for the UDP header after header compression.


Uplink Gaming Network Traffic Parameters

To simulate the random timing relationship between client traffic packet arrival and uplink frame boundary, the starting time of a network gaming mobile is uniformly distributed within [0,40 ms].

A maximum delay of 160 ms is applied to all uplink packets, i.e. a packet is dropped by the mobile station if any part of the packet has not started physical layer transmission, including HARQ operation, 160 ms after entering the mobile station buffer. The packet delay of a dropped packet is counted as 180 ms.

A mobile network gaming user is in outage if the average packet delay is greater than 60 ms. The average delay is the average of the delays of all packets, including the delay of packets delivered and the delay of packets dropped. 

	Parameter
	Statistical Characterization

	Initial packet arrival 
	Uniform Distribution
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	Packet arrival
	Largest Extreme Value Distribution (also known as Fisher-Tippett distribution)

PDF: 
[image: image71.wmf]b

a

x

e

b

a

x

x

e

e

b

f

-

-

-

-

-

=

1

, 
[image: image72.wmf]6

,

55

=

=

b

ms

a


Values for this distribution can be generated by the following procedure:
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	Packet size
	Largest Extreme Value Distribution (also known as Fisher-Tippett distribution)
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	UDP header
	Deterministic (2 Bytes). This is added to the packet size accounting for the UDP header after header compression.


Downlink Gaming Network Traffic Parameters
Appendix C – Template for Reporting Results

Results should be reported in the format exemplified in Tables 1-5 and Figures 1-4 below. Where applicable, one table and figure per simulation case should be provided. Models and assumptions should be aligned with those listed in this paper and Annex A.2 in TR 25.814, and summarized as outlined in Table 6. Any deviations should be highlighted. Link level results should be presented as in Figure 5. 

Table 1. System Analysis Results.

	Metric
	1a) Peak Rate
	1b) C-plane latency
	1c) U-plane delay
	1d) HO delay

	E-UTRA DL
	X Mbps
	Y ms
	Z ms
	W ms

	E-UTRA UL
	
	
	
	


Table 2. Downlink full queue system evaluation. Note: results are examples.
	Metric
	2a) Avg cell throughput and spectrum efficiency (x Rel 6)
	2b) Avg user throughput and spectrum efficiency 
	2c) Cell-edge user throughput and spectrum efficiency

	Rel 6 (5MHz)
	3 Mbps
0.6 bps/Hz/cell (1.0)
	0.3 Mbps, 
0.06 bps/Hz/user (1.0)
	0.1 Mbps,
0.02 bps/Hz/user (1.0)

	E-UTRA baseline 
SU-MIMO
	20 Mbps 
2 bps/Hz/cell  (3.3)
	2 Mbps, 
0.2 bps/Hz/user (3.3)
	0.6 Mbps, 
0.06 bps/Hz/user (3.0)

	E-UTRA baseline 
MU-MIMO
	…
	…
	…

	E-UTRA specific technique 1*
	40 Mbps 
4 bps/Hz/cell  (6.6)
	4 Mbps, 
0.4 bps/Hz/user (6.6)
	1.2 Mbps, 
0.12 bps/Hz/user (6.0)

	E-UTRA specific technique N*
	…
	…
	…


*) Specific techniques should be described

Table 3. Uplink full queue system evaluation results.

	Metric
	2a) Avg cell throughput and spectrum efficiency (x Rel 6)
	2b) Avg user throughput and spectrum efficiency 
	2c) Cell-edge user throughput and spectrum efficiency

	Rel 6 (5MHz)
	
	
	

	E-UTRA baseline 
Rx Div (1x2)
	
	
	

	E-UTRA baseline 
MU-MIMO
	
	
	

	E-UTRA specific technique 1*
	
	
	

	E-UTRA specific technique M*
	
	
	


*) Specific techniques should be described

Table 4. VoIP Results.

	Metric
	3a) VoIP Capacity

	E-UTRA DL
	

	E-UTRA UL
	


Table 5. MBSFN results.

	Metric
	4a) System throughput and spectrum efficiency
	4b) Max ISD

	MBSFN
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Figure 1. Downlink normalized user throughput CDF (Metric 2d). Note: Example result.
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Figure 2. Downlink geometry distribution (Metric 2e). Note: Example result.

[image: image78.emf]0 0.5 1 1.5 2 2.5 3 3.5 4

0

10

20

30

40

50

60

70

80

90

100

C.D.F.  [%]

Normalized User Throughput

Rel 6

E-UTRA


Figure 3. Uplink normalized user throughput CDF (Metric 2d). Note: Example result.
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Figure 4. Uplink Interference over Thermal (IoT) distribution (Metric 2f). Note: Example result.

Table 6. Models and Assumptions – Use e.g. Table A.2.1.1-3 from TR 25.814 v 7.1.0.

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance
	See Table A.2.1.1-1

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers

I=128.1 – 2GHz,   I=120.9 - 900MHz [5]

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.4.1.4 [6]

	Shadowing standard deviation
	8 dB

	…
	…

	…
	…
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Figure 5. Normalized throughput v SNR for AWGN channel. Note: Example.
� Clearly, a 2-state model is extremely simplistic, and many more complex models are available. However, it is amenable to rapid analysis and initial estimation of talk spurt arrival statistics and hence reservation activity.
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