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1. Introduction

In previous contributions [1], [2] a multi-user MIMO (MU-MIMO) scheme for spatial multiplexing was described,
which relies on codebook-based vector quantisation of the channel measurements at the terminals (channel vector
quantisation or CVQ for short). Link- and system-level simulation results showed significant gain in terms of
average throughput of the proposed technique over schemes based on codebooks of fixed beamforming matrices
(e.g. PU2RC), when the terminals are equipped with a single receive antenna. Moreover, a decision was taken in
the last meeting on the structure of the codebook to be used for signalling channel state information (CSI) from
the terminals to the Node B, in that the codebook has to be a collection of unitary matrices.

In this contribution we show that the DFT-based codebook used for vector quantisation in [1], [2] is “unitary” in
the sense just described and, in fact, coincides with the codebook used in [3]. We extend the results presented in
earlier contributions to the case of multiple receive antennas per mobile and show the benefit in terms of cell and
user throughput provided by the channel vector quantisation approach. We evaluate the throughput benefit against
the signalling overhead required from the Node B to the terminals to either directly signal the precoding matrix or
providing precoded pilots dedicated to each active user.

2. The DFT-based quantisation codebook is unitary

The DFT-based codebook used for channel vector quantisation [1], [2] is unitary, in the sense that it can be arranged
into a set of unitary matrices, and is perfectly equivalent to the unitary codebook of beamforming matrices (PU2RC
method). In fact, the two codebooks differ by a permutation of their vector components. This can be easily seen by
taking the definition of a codebook of precoding matrices as given in [3], of size N = 2B . Let M be the number
of antenna elements at the Node B, then the codebook consists of L = N/M unitary matrices.

The l-th matrix in the codebook, Bl, with l = 1, . . . , L, has elements in position (n, k)1

[Bl]nk = exp
(
−j2π

nk

M

)
exp

(
−j2π

nl

N

)
, l = 0, . . . , L − 1 , n, k = 0, . . . ,M − 1 , (1)

which can be re-written as

[Bl]nk = exp
(
−j2π

n(Lk + l)
N

)
. (2)

1We take the Fourier matrix of size M as building block for the codebook. We could equivalently take the inverse Fourier matrix as
fundamental block, the resulting codebook being the conjugate of the one considered here.



Therefore, by introducing the change of variable k ′ = Lk + l, the codebook C = [B0, . . . ,BL−1] has elements in
position (n, k′) given by

[C]nk′ = exp
(
−j2π

nk′

N

)
, n = 0, . . . ,M − 1 , k′ = 0, . . . , N − 1 . (3)

Therefore, it can be easily seen that the codebook consists of the first M rows of the size-N Fourier matrix, up
to a column permutation, which is the definition given in [1], [2] to the DFT-based codebook used in the channel
vector quantisation technique.

3. MMSE receiver for multi-antenna terminals

Hereafter we denote with H = [hT
1 , . . . ,hT

N ]T , an N × M sample channel matrix for a generic user, with N
being the number of receive antennas of the given user. Let K be the number of independently encoded spatial
streams being transmitted, forming the sample vector of symbols x = [x1, x2, . . . , xK ]T , and G = [g1, . . . ,gK ], the
M ×K beamforming matrix. We also denote the concatenation of the beamformer and the channel as H̄ = HG =
[h̄1, h̄2, . . . , h̄K ], where h̄k, k = 1, . . . ,K are the N × 1 “effective” channels for each of the spatial streams, seen
by the receiving antenna array.

For the derivation of the spatial MMSE filter we assume in this section that the receiver knows H as well as H̄, i.e.
the N physical channels and N “effective” channels seen by the receiving array. This knowledge can be acquired,
for example, by direct signalling of e.g. a codebook index identifying the precoding matrix, or by transmitting
spatially orthogonal precoded pilots. In this case each user can estimate the elements of H̄ from M dedicated pilots
for each of the K spatial streams.

We want to find a linear combination of the N received signals, denoted by the row vector w 1, which provides
the MMSE estimate of the first spatial stream, with time sample given by the symbol x1. A time sample of the
channel for the reference user is characterised by

y = H̄x + n , (4)

where n ∼ CN (0, σ2
nI) is an i.i.d. proper Gaussian noise vector. The signal at the output of the linear combiner is

given by
x̂1 = w1y . (5)

The MMSE condition, with the estimation error defined as e1 = x1 − x̂1, can be easily found to be

w1E[yyH ] = E[x1yH ] . (6)

Under the non-restrictive assumption2 that E[xxH ] = IK , the combiner is given by

w1 = h̄H
1

(
H̄H̄H + σ2

nIN

)−1
. (7)

A well known property of the MMSE solution (7) is that it maximises the signal-to-noise-plus-interference ratio
(SINR), defined by

SINR1 =
|w1h̄1|2

σ2
n||w1||22 +

∑K
i=2 |w1h̄i|2

. (8)

The converse statement is also true, more precisely, the combiner w1 that maximises the SINR above is given, up
to a scaling factor3, by the MMSE estimator (7).

In the case of a codebook-based beamforming scheme like PU2RC, the combiner (7) can be applied to both the
generation of the CSI feedback and to the spatial processing of the actual received signals. In the first case, the user

2The power allocation across the spatial streams is included in the beamforming matrix G and the data symbols sent on different spatial
streams are i.i.d.

3Clearly, a scaling factor does not affect the SINR.



calculates as many MMSE combiners as the number of vectors in the codebook of beamformers. For each of these
vectors the terminal computes an SINR, under the assumption of MMSE estimation, and signals back to the Node
B the codebook index corresponding to the best SINR and the value of it. On the other hand, (7) is not directly
applicable to the channel vector-quantisation technique for generating the CSI feedback, as the receiver does not
know all the feasible precoding matrices in advance. However, the MMSE estimation can still be applied for spatial
processing of the received signals, provided that the terminal is enabled to derive or estimate the elements of the
matrix H̄. Because this option can be demanding in terms of signalling overhead required in the downlink control
channel, we consider an alternative approach for CVQ in the nect section.

4. SINR maximisation for multi-antenna terminals with CVQ-based feedback

We consider the CVQ scheme, whereby each receiver calculates the CSI feedback by quantising an equivalent
channel produced by a linear combination of the N antenna signals, while the Node B use this channel information
to derive a zero-forcing beamformer with equal power distribution across the active users (ZFEP).

The system configuration is the same as in the previous section, but now the beamforming matrix G is not known
in advance to the terminals. However, the terminals know that the beamformer is zero-forcing, calculated on the
reported quantised “effective” channel. Here, by effective channel we mean the 1×M equivalent channel produced
by a linear combination of the signals from the N receive antennae. Let v1 be the 1 × N combiner, and let us
assume, without loss of generality, that ||v1|| = 1. The effective channel is given by heff = v1H.

As long as G is unknown to the mobile terminal, this is unable to compute the exact MMSE estimator as derived
in the previous section. However, we can still maximise an approximate expression of the received SINR, thus
finding an approximation of the MMSE estimator normalised by a scaling factor. If the effective channels, reported
by the terminals, were known exactly to the transmitter, there would be no interference at the receiver because
of the zero-forcing nature of the precoder. In this trivial case, the combiner that maximises the SINR, given
that the reference beamforming vector g1 is unknown, is the one that maximises the channel magnitude of the
resulting effective channel. Let UΛTH be the singular-value decomposition (SVD) of the channel matrix, H, for
the reference user, with singular values λ1 ≥ λ2 ≥ · · · ≥ λN (N ≤ M ), U = [u1, . . . ,uN ], T = [t1, . . . , tN ]. Then
the MMSE estimator of the symbol x1, given that the precoder is zero-forcing and the reference precoding vector
g1 is unknown, is proportional to v1 = uH

1 , and the effective channel is heff = λ1tH
1 , with norm ||heff|| = λ1.

However, because in practice heff has to be quantised, some residual interference still occurs at the receiver, which
depends on the quantisation error. An approximate lower bound to the SINR can be derived (see [1]), which reads

E[SINR1] � p1||heff||2 cos2 θ1

1 + P
M ||heff||2 sin2 θ1

, (9)

where p1 is a power normalisation coefficient, P is the SNR and sin2 θ1 is the square amplitude of the quantisation
error on the normalised effective channel h̃eff = heff

||heff|| , defined as e1 = h̃eff− < h̃eff, ĥ1 > ĥ1
4. The quantised

effective channel is found as
ĥ1 = arg max

c=c1,...,c2B

| < h̃eff, c > | , (10)

where B is the number of feedback bits dedicated to the quantisation index and {c1, . . . , c2B} form the quantisation
codebook5.

We assume that the system operates at relatively high SNR (P � 1), such that (9) can be further approximated by

E[SINR1] � p1

P/M
cot2 θ1 . (11)

4< a,b > denotes the inner product between vectors a and b.
5For the notation, all the vectors in this section, except for the above ui and ti, are row vectors.



Therefore, by assuming p1

P/M ≈ const, where const is independent of the users and of v1
6, the linear combination

of the receiving antennas that maximises (11) corresponds to the vector v1 that minimises the amplitude of the
quantisation error. The solution to this problem has appeared in [4] and is briefly reported hereafter.

Firstly, the quantisation vector is selected from the codebook of 2B unit norm vectors, which has the smallest
chordal distance to the hyperplane representing the row space of H. Let q1, . . . ,qN be an orthonormal basis for
span(h1, . . . ,hN ), then the quantisation operation is performed according to

ĥeff = arg min
c=c1,...,c2B

N∑
i=1

sin2 θi , (12)

where
sin2 θi = 1 − |cqH

i |2 , (13)

is the square chordal distance between the vectors c and q i. The normalised projection of ĥeff onto span(h1, . . . ,hN )
yields the normalised effective channel, i.e. let Q = [qT

1 , . . . ,qT
N ]T be a generator matrix for span(h1, . . . ,hN ),

we get

h̃eff =
ĥeffQHQ

||ĥeffQHQ|| . (14)

Then, the coefficients of the linear combination at the receiver can be easily found by solving the linear equation

v1H = αh̃eff , (15)

where the scaling factor α is such that ||v1|| = 1. The solution is readily given by

v1 = αh̃effH† =
h̃effH†

||h̃effH†|| , (16)

where H† = HH(HHH)−1 is the right pseudo-inverse of H. Therefore, the effective channel reads

heff = αh̃eff =
h̃eff

||h̃effH†|| . (17)

We note the similarities between (16) and (7). However, the dependency on the precoding matrix has disappeared
in (16).

5. Complexity and downlink signalling overhead

We distinguish between generation of the CSI feedback and calculation of the spatial filter at the receiver.

For the codebook-based beamforming approach, the computation of the CSI feedback, under MMSE estimation (7),
requires N = 2B matrix inversions of dimension N ×N . For CVQ, the quantised channel directional information
(CDI) can be derived easily from (12), whereas the channel quality indicator (CQI), which is proportional to (9)
as described in [1], requires a single channel inversion of size N × N , for the calculation of (17).

On the other hand, the type of spatial filter used at the UE receiver determines the signalling overhead on the
downlink control channel. For the codebook-based beamforming approach and MMSE receiver, the precoding
matrix can be communicated to the terminals by sending an index which, assuming a granularity in frequency
and time of one signalling event per resource block (RB), requires log2 L = B − log2 M bits per RB, plus some
redundancy bits for error protection. For the CVQ approach and the spatial combiner given by (16), the UE needs
to estimate the phase of the received spatial stream, after the combiner, which requires one precoded pilot per

6This is not exactly true as the power normalisation coefficients are, in general, different for each user when using equal power distribution
at the transmitter. However, we can assume that, as an effect of multi-user diversity, the user selection mechanism will be able to choose a
set of nearly orthogonal users, which results with the approximation being reasonable.



active users per RB. Overall, the overhead amounts to a maximum of M precoded pilots per signalling event. As
we have already noticed, if we intend to use the MMSE receiver for the CVQ scheme, the number of precoded
pilots required grows to MK ≤ M 2 per signalling event.

Alternatively, the Node B could also directly signal the precoding matrix in the CVQ scheme either by applying
some known quantisation technique or by enumeration of all (or a convenient subset of) the feasible matrices,
which are a finite number. In fact, the family of feasible ZFEP matrices serving k users amounts to

(2B

k

)
elements.

Overall, as the maximum number of active users is M , the number of feasible ZFEP beamforming matrices equals∑M
k=1

(2B

k

)
. In this case, the signalling overhead varies according to the granularity of the quantisation operation

or the indexing technique used.

6. Numerical results

In this section we present system-level simulation results comparing the two schemes for multiple receive antennas
at the UE presented in Sec. 3 and 4 with different feedback strategies. The feedback generation is done under the
assumption of MMSE receiver for PU2RC, by using the MMSE solution (7), whereas the strategy for CVQ is the
quantisation error minimisation according to (16).

In the figures we denote with the suffix ‘MMSE’ the curves obtained by applying the MMSE spatial filter (7),
whereas the suffix ‘quasiMMSE’ is used when the receiver (16) is used. The channel model is the SCM, urban
micro scenario with 10 paths. In the system simulations we assume that the signalling channels in both directions are
error-free and delay prone. In both schemes each UE feeds back only 1 index and 1 channel quality indicator (CQI)
per resource block (RB). We evaluate the cell throughput, the 10% and 5% worst users throughput in Fig. 1, 2 and
3, respectively, for a 4×1 and 4×2 MIMO configuration with K = 20 users per sector and for different codebook
sizes, namely for B=2,4,6,8 bits. The antenna separation is fixed to half wavelength at the UE, 10 wavelengths at
the Node B. For a complete list of simulation parameters we refer the reader to [2].

We note in Fig. 1 that the cell throughput with CVQ-ZFEP slightly decreases with the granularity of the channel
quantisation for a number of reported bits per index larger than 6. The explanation for this is the sub-optimality
of the user selection mechanism. In fact, for small codebook size users with very similar channel signatures fall in
the same quantisation bin, hence two such users are never selected simultaneously otherwise the resulting MIMO
channel would be singular. Conversely, for larger codebooks two users with similar separation of their channel
directions may fall on separate bins, and they may be selected for transmission because of the proportional fair
scheduling algorithm, thus causing slight degradation in throughput. On the other hand, the degradation in throughput
for PU2RC as the codebook size increases was discussed in [2].

We note in Fig. 2 and 3, that the 5% and 10% worst users throughput in the 4 × 2 case can be further optimised
by changing the parameters in the proportional fair scheduling algorithm.

6. Conclusion

In this contribution we have compared two different approaches to use with codebook-based precoding schemes
and channel-vector-quantisation-based schemes when the terminals are equipped with multiple receive antennas.
The CSI feedback overhead from the UE is limited to one index and one CQI per resource block and is the same
for both techniques. The signalling overhead in the downlink control channel varies depending on whether the
beamforming matrix is signalled explicitly to the terminals or whether precoded pilots are used. Simulation results
show that a remarkable gain in throughput can be achieved with moderate signalling overhead in the downlink
control channel, by a combination of channel vector quantisation and quasi-MMSE combining at the receiver.
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