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1 Introduction

RAN1 has identified a potential need to manage inter-cell interference through a load indication, which would require a UE to receive and decode information from neighbor cells [1, Section 9.1.2.4.2]; effectively such a scheme can be considered as a form of inter-cell power control as described in [2]. The primary need to manage inter-cell interference is to provide acceptable SINR conditions for UEs at cell edge. In RAN2 it is still being debated as to whether inter-cell interference control is needed, and if it is needed then is it possible to do it through the network. In [3] the pros and cons of load indication over the air vs. load indication through the network were discussed. From a system performance point of view, one of the most important things to consider is the latency of the inter-cell interference control scheme; and low latency requirements pose different types of challenges depending on if the load indication is sent via the air interface or via the network. In this contribution we present scheduling approaches for network based vs. air interface based inter-cell interference control, and provide system level simulation results illustrating the degradation in performance as a function of the load indication latency.

2 Methods to Provide Inter-cell Power Control

2.1 Inter-cell Power Control Through an IoT Overload Indicator Air Interface Channel

Figure 1(a) illustrates the concept of inter-cell power control over the air interface. In this scheme each cell broadcasts an Interference over Thermal (IoT) overload indicator bit on a specific downlink channel. The IoT is the ratio of the measured interference power from UEs in other cells to the thermal noise power in the cell of interest. The IoT overload indicator channel indicates that the measured IoT at a particular cell is above a network configured threshold (which would be determined from a link budget for example). Note that a filtered IoT measurement over the entire bandwidth is required for this approach, and this filtered measurement would be compared to a target IoT value. UEs would decode the IoT overload indicator from one or more neighboring cells. To simplify implementation only the load indicator from the strongest neighbor cell would be decoded, where the strongest neighbor cell can be identified based on downlink pilot power measurements. The idea in controlling inter-cell interference would be that UEs would reduce their maximum transmit power spectral density (Max_Tx_PSD), defined here to be the transmit power per subcarrier, as a function of how close the UE is to an overloaded cell; a measure of how close the UE is could be based on a downlink pilot power ratio measurement between the current serving cell and the strongest neighbor cell (a similar measurement is anyway needed for handoff). The reduction in UE Max_Tx_PSD can happen in two different ways

1. Autonomous decision by the UE: The UE autonomously reduces its Max_Tx_PSD based on monitoring the strongest neighbor cell’s IoT overload indicator, where the reduction factor is based on the downlink pilot power ratio (PPR). The new Max_Tx_PSD setting would be sent to the eNode-B scheduler of the serving cell as part of the scheduling information

2. Decision made by UL scheduler: The UE could include the decoded IoT overload indicator bit in its scheduling information and relay it to the eNode-B scheduler of the serving cell, along with a downlink PPR for the overloaded cell. This would then allow the eNode-B scheduler to accordingly reduce the UEs Max_Tx_PSD as a function of the PPR. Note that this option implies larger latency than option 1 as the UE does not immediately adjust its Max_Tx_PSD in reaction to the overload indication; instead the UE must wait under the next emission of its scheduling information, which may be on the order of hundreds of milliseconds.
2.2 Inter-cell Power Control Through the Network

Figure 1(b) illustrates the use of load indicators being exchanged at the network level via the X2 interface. In this case the scheduler could control inter-cell interference in the following way:

· The scheduler is made aware through the network layer signalling that a particular neighbour cell is overloaded

· The scheduler receives scheduling information from the UEs which it is serving, and the UEs include in their scheduling information the (shortened) cell ID of the strongest neighbour cell as well as the downlink pilot power ratio (PPR) for the strongest neighbour cell. 

· The scheduler will accordingly reduce the Max_Tx_PSD of UEs who are close to overloaded neighboring cells (as determined by the PPR measurements in the scheduling information), and the amount by which the Max_Tx_PSD is reduced is a function of the PPR. 
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Figure 1: Inter-cell interference control through (a) use of IoT indicators broadcast over the air interface and (b) use of load indicators through the network via the X2 interface.

3 Latency Impact on Inter-cell Power Control

Achieving low latency for inter-cell interference control has different implications for load indication via the air interface vs. via the network. Low latency via the air interface method requires higher UE complexity, as the UE must frequently decode the IoT overload indicator channel from one (or more) neighbour cells. When load indications are sent via the network over the X2 interface, all neighbour eNode-Bs must exchange overload indicators, and there is an additional burden on the eNode-B scheduler to search through its served UEs to find those that are “close” to overloaded neighbour cells.

Using the system simulation assumptions listed in Annex A and the algorithm description in Annex B, we studied uplink system performance with different assumptions on the latency of the inter-cell power control. We assumed IoT overload indicators are sent via the air interface as in Section 2.1, and that the UE autonomously adjusts its Max_Tx_PSD as a function of the PPR. Table 1 illustrates the degradation in system performance as the IoT overload indicator reporting interval is increased from 5ms up to 100ms; note especially the rapid reduction is the throughput of edge users beyond a 10ms reporting interval. Although we assumed all UEs are able to decode the IoT overload indicator from the strongest neighbor cell, in practice only a fraction of the UEs (those closer to the edge of the cell) will need to decode and respond to the overload indications (currently being investigated with simulation).
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Table 1: System performance in 5 MHz FDD as a function of the IoT reporting interval. The target IoT was set to 8 dB with a 10% overshoot rate. The nominal step down (see Annex B) was chosen as the smallest value for each reporting interval such that the desired IoT overshoot could be met. 
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Figure 2: Cell edge rates are sensitive to the inter-cell power control rate

.

4 Combining Inter-cell Power Control with Interference Coordination

It is relatively straightforward to extend the inter-cell interference control technique with the interference coordination concepts being discussed to enhance cell edge performance for LTE. We can configure multiple zones in the frequency domain in which we use the inter-cell interference control technique. For example, as illustrated in Figure 2 we create a special “low interference” zone in each of the three sectors (to be used in a three-sector deployment), such that the low interference zone in one sector does not coincide with the same set of subcarriers used for the low interference zone in an adjacent sector. The low interference zones are designated F1, F2, and F3 in Figure 2. Note that the low interference zone F1 in sector  will end up restricting the maximum UE transmit PSD in sectors  and for zone F1. This holds similarly for sectors  and  for the low interference zones F2 and F3, respectively. Now what this means is that for a UE in sector , band F1 looks favourable in terms of interference conditions, and additionally UEs in sector  using F1 will not be overly restricted in maximum transmit PSD because F1 is not a low interference zone for sectors  and . This allows for relatively high transmit PSD in addition to experiencing low interference, which leads to high achievable SINRs. Note that the IoT operating points for the regular zone and low interference zone can be configured flexibly by radio resource management. The benefits of such an interference coordination scheme include:

· Creation of favourable sub-bands which have low interference and allow for high mobile transmit PSD

· No need for additional lower layer signalling to support interference coordination, can rely on static/semi-static higher layer signalling to configure low interference zones, and set the appropriate IoT operating points for the regular zones and low interference zones.

· No restriction on subcarrier usage by interior/edge UEs. Simply rely on frequency selective scheduling as in a system with no interference coordination; favourable sub-bands can be used by any user in the sector as deemed appropriate by UL scheduler. The advantage is that UL scheduler now has available to it a high SINR zone in which it can schedule edge users to allow for higher cell edge rates.
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Figure 3: Concept of coordinating uplink interference by creating mutually exclusive “low interference zones” in each sector, by using inter-cell interference control over two distinct bands within each sector.

5 Conclusions

· Inter-cell power control can be accomplished either via an overload indicator channel on the air interface or via communication between eNode-Bs at the network level. Both air interface based approaches and network based approaches face challenges in achieving low latencies
· The performance results presented with reuse-1 deployment and without interference mitigiation/coordination schemes indicate that updated load information provided on the order of 10 ms – 20 ms leads to improved cell edge rates

· Two mechanisms for over the air inter-cell power control were presented: autonomous maximum power level adjustment by the UE, or power level adjustment via the UL scheduler. The latter scheme will result in higher latency and increased UL signalling requirements, but gives the freedom to the UL scheduler to arbitrarily set the UEs power level instead of relying on predefined rules and power control step sizes.

· The inter-cell power control technique can be generalized to allow for interference coordination.

·  It is possible that interference coordination may relax the requirements on the inter-cell power control rate, and needs to be studied further.
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Annex A: System Simulation Assumptions

	Parameter
	Assumption

	Transmission Bandwidth
	5 MHz FDD

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance
	1732 meters

	Penetration Loss
	10 dB

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.4.1.4

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m 

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration Loss  
	10 dB

	Antenna pattern [4] (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	Carrier Frequency / Bandwidth
	2 GHz / 5 MHz

	Channel model
	ITU Vehicular-A, 3 km/hr

	Total BS TX power (Ptotal)
	43dBm

	UE power class
	21dBm (125mW).

	Inter-cell Interference Modelling
	Explicit modelling (all cells occupied by UEs)

	Antenna Bore-sight points toward flat side of cell (for 3-sector sites with fixed antenna patterns)
	


	Users dropped uniformly in entire cell


	


	Minimum distance between UE and cell
	>= 35 meters

	MCS Levels in Scheduler
	QPSK R=1/8, ¼, 1/3, ½, 2/3, ¾

16 QAM R=1/2, 2/3, ¾, 7/8

	HARQ
	Max of 8 Tx, Target 1% BLER after 4 Tx

HARQ RTT = 5ms

Num HARQ Processes = 10

	Reuse scheme
	Reuse-1, no fractional frequency reuse or interference avoidance applied

	Num UEs Per Cell
	10

	Traffic Model
	Full Buffer

	Scheduling scheme
	Proportional Fair, 500ms time constant. Scheduling is frequency selective based on uplink CQI pilot, only localized subcarrier allocations are used without any frequency hopping.

	Modeling of Channel Estimation
	Non-ideal, assumes one-shot channel estimation

	L1/L2 Control Signaling Modeled
	No

	Link to System Mapping
	Effective Code Rate Method

	Inter-cell power control algorithm assumptions
	(1) UL scheduler has ideal knowledge of UEs max Tx PSD 

(2) UE ideally able to decode IoT overload indicator bit from all neighbor cells

(3) UE does not reduce Tx PSD when supportable transport block size is less than 200 bits




Annex B: Details of Inter-Cell Power Control Algorithm

· Define PPR to be a long-term measurement of the ratio of the received DL pilot power from the strongest neighbour cell to the received DL pilot power from the serving cell. Note, PPR = 1 means that the UE is likely on the cell boundary, as the received pilot power from the serving cell and neighbour cell are equal.
· Choose a value for NOMINAL_STEP_DOWN_DB. 

· Choose a value for OVERSHOOT_RATE. In our simulations we chosen OVERSHOOT_RATE = 0.1
· Compute NOMINAL_STEP_UP_DB = OVERSHOOT_RATE/(1- OVERSHOOT_RATE)*NOMINAL_STEP_DOWN_DB.

· Choose a value for TARGET_TAIL_IOT_DB. In our simulations we chose TARGET_TAIL_IOT_DB = 8
· UE determines strongest neighbour cell through long-term DL pilot power measurements (needed for handoff anyway). UE computes PPR to strongest neighbour cell.

· UE decodes IoT overload indicator bit from strongest neighbour cell every reporting interval (reporting interval is the parameter which is being studied here)

· If IoT overload bit is set, compute STEP_DOWN_DB = PPR*NOMINAL_STEP_DOWN_DB. Reduce maximum allowed Tx PSD by STEP_DOWN_DB.

· If IoT overload bit is not set, compute STEP_UP_DB = PPR*NOMINAL_STEP_UP_DB. Increase maximum allowed Tx PSD by STEP_UP_DB.
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