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1. Introduction
During RAN2 #55, the discussion on E-UTRA, UL scheduling requests lead to an LS to RAN1 [1]. In this contribution, we provide answers and outline our views on some of the questions raised in the RAN2 LS.
2. Discussion
In the following section, the text quoted from the LS is marked in blue.

Agreement 1:
RAN2 has agreed that:

1)       an RRC-connected unsynchronised UE may use the currently defined (asynchronous) RACH for the transmission of a scheduling request (in order to obtain UL resources for the transmission of a buffer status report);

-          Note that this is in case RRC-connected UEs can be unsynchronised, which is not decided. What is the status in RAN1?

Response & Discussion:
RAN1 has not fully studied the cases when RRC_Connected UEs can be unsynchronized.
In our opinion, the PHY layer should allow some RRC_Connected UEs to be unsynchronized and to use the non-synchronized RACH for a TA update and for a scheduling request. The reasons are:

· A large number of UEs is required to be supported in the RRC_Connected state (200 Active UEs and > 200 Dormant UEs in a 5 MHz cell as per [2]). In consequence, it is beneficial to allow some temporarily inactive UEs to go out of sync and use non-synchronized RACH for a new TA and for a scheduling request when deactivating especially in case of delay-tolerant services and/or long inactivity.
· Non-synchronized handover

· RRC_Connected, Active UE going out of sync due to extreme propagation conditions 
Question 1:
1)       What is RAN1 opinion on case 4) (conflict free access of synchronized UEs):

a.       What is the relation between the supported size of the scheduling request information and the number of UE’s that could be handled in parallel ?

b.       What size could be realistically supported for the transmission of the scheduling request? Can the size of the information be so large as to contain a buffer status of e.g. 16 bits?

c.       What could be the periodicity of the dedicated information ?

d.       What is the expected reliability of correct scheduling request reception ?

Response & Discussion:

So far, the synchronized, contention-based RACH was considered by RAN1 as the method for a scheduling request for synchronized, RRC_Connected UEs without an uplink grant. However, other methods for requesting resources for uplink transmission by synchronized UEs are being studied (including the use of periodic, contention-free opportunities). Furthermore, RAN1 has not concluded on how the uplink time alignment of RRC_Connected UEs is maintained.
Question 2:
2)       What is RAN1 opinion on case 5): (contention based access of synchronized UEs):
a.       What is the relation between the supported size of the scheduling request information and the number of UE’s that could be handled in parallel.

b.       What size could be realistically supported for the transmission of the scheduling request? Can the size of the information be so large as to contain a buffer status of e.g. 16 bits ?

c.       What could be the periodicity of the contention opportunity ?

d.       What is the expected reliability of correct scheduling request reception ?

Response & Discussion:

The same response as to question 1. RAN1 has not concluded on the capacity, periodicity and contention resolution of the non-synchronized RACH.  
Question 3:
1)       What is the status in RAN1 for the maintenance of TA information in RRC-connected: i.e. how costly will it be to maintain all RRC-connected UE’s UL synchronised at all times ?

Response & Discussion:

RAN1 has not fully studied whether it is feasible to maintain uplink time synchronization of all RRC_Connected UEs all the time.

 In our opinion the cost of keeping one UE uplink time synchronized is relatively small. For example, assuming the maximum timing margin (and the minimum step size) in the range of ± 0.52 ÷ 1.04 μs, and the worst case UE velocity of 500 km/h pointing at/away from the Node B, the minimum time control interval would be in the range of 0.5 ÷ 1 s. This requires a relatively small amount of contention-free resources per RRC_Connected, Dormant UE. The UL/DL overhead of binary time alignment control for RRC_Connected UEs can be further reduced by a configurable update interval and/or by ternary time alignment control. However, given the possible, very high number of UEs in the RRC_Connected state, from the L1 perspective it should be possible to let some RRC_Connected, Dormant UEs go out of sync e.g. depending on the service type or on the inactivity duration.
3. Conclusion
In this contribution, we have provided our views on some of the issues raised in LS R1-063023. We propose to take into account the answers when responding to RAN2.
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