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1 Introduction
So far, various downlink resource allocation algorithms were proposed. This document will discuss the basic resource allocation methods and show the view of each scheme by the system evaluation.
Depending on the signalling schemes for resource allocation, scheduler can assign either non-consecutive physical resource blocks (PRBs) or only consecutive physical resource blocks to a single UE. 
Non-consecutive resource allocation approach (e.g. BITMAP [1]) is allowing allocation of multiple resource blocks for a UE regardless of whether the resources are consecutive or not. However, consecutive resource allocation approach (e.g. Tree-structure [2]) can allow only consecutive resource blocks for a single UE. From the flexibility point of view, former approach seems to have a benefit, but it would have more signalling overhead.
In the next section, two basic resource allocation schemes will be compared using system level evaluation. This evaluation can be the reference results for the design of the detailed DL signalling scheme.
2 Performance evaluation

This section is evaluating the performance of different DL resource allocation algorithms. It will show the system throughput assuming each resource allocation approach. 
2.1 Description of each scheduling strategy
In this section, the cell throughput is evaluated according to the cases that the resource allocation for a single UE is consecutive or not. The detailed resource allocation scheme is like the following.

· Non-consecutive resource allocation: Node B scheduler can allocate any resource block regardless of whether the resource blocks are consecutive or not. However, there may be the limitation of the number of users that are scheduled simultaneously.
· Consecutive resource allocation: The scheduling algorithm is performed according to the following procedures. (This algorithm is referring to [3] with small modification)
1. If there is the limitation of the number of UEs scheduled simultaneously, the UEs that can be scheduled for the target subframe should be selected in advance. In the example in Fig. 1, there are 8 UEs but only 4 UEs (UE1, UE2, UE4, UE6) are to be scheduled here.
2. Node B calculates the priority of each resource block for all UEs (selected in step 1) using a priority function in the scheduler. Then, the priority of all the UEs at all resource blocks are ranked in descending order from the highest priority. In the example, the priority of UE1 is the highest for the resource block 0, the priority of UE2 is the highest for the resource block 3, and etc. Then, the UE providing the highest priority is tentatively assigned to each resource block. Here, we reserve the resource blocks that will be used for retransmission in case of synchronous HARQ or persistent scheduling.
3. Among the UEs tentatively assigned for each resource block, the UE which has the highest priority takes the relevant resource block. In the example, resource block 1 is assigned to UE1 since this UE has the highest priority. We observe the neighboring resource blocks to see whether the UE with highest priority (UE1 in the example) is ranked as the highest or not. In the example, UE1 is the highest ranking UE at resource blocks 0 and 2. Therefore, resource blocks 0 and 2 are also assigned to UE1. UE1 is also the highest ranking UE at resource block 7. However, resource block 7 is not assigned to UE 1 due to the restriction of consecutive resource assignment.

4. Check whether or not all UEs are allocated under the limitation of the number of simultaneous UEs. If the condition is not satisfied, the assigned UE and assigned resource blocks are removed from the ranking list. Then, the priority function for the remaining UEs and resource blocks are re-ranked (the same operation as in (2)-(3) are repeated). 
5. If all UEs are assigned by the scheduler under the limitation of the number of simultaneous UEs, we check whether all resource blocks are allocated or not. If yes, channel-dependent scheduling operation is finished for the target sub-frame. Otherwise, we allocate non-assigned resource block to the UE which is equal to the neighbor UE. (In the example, assign the resource block 7 to UE2)
* Note that it may happen that some resource blocks are not assigned to any UE.
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Figure 1: Operational flow of consecutive resource allocation
2.2 Simulation results

In this section, system level simulation is performed for comparing the throughput performance of each resource allocation strategy. In order to have the insight of the realistic scenario, we assume more realistic simulation assumption. For CQI feedback, we assumed a realistic CQI scheme, which feedbacks CQIs of best M resource blocks and average CQI as well as an ideal CQI scheme, which feedbacks all CQIs of every resource block. And we restrict the number of users which can be scheduled simultaneously for considering the realistic downlink signaling overhead. Table 1 and figure 1 is summarizing the throughput and fairness results respectively.
	Simulation scenario
	10 UEs per cell
	20 UEs per cell

	
	Average Cell throughput (Mbps)
	Gain (%)
	Average Cell throughput (Mbps)
	Gain (%)

	
	Consecutive
	Non consecutive
	
	Consecutive
	Non consecutive
	

	All CQI

Number of scheduled UEs = 4
	12.815
	15.253
	19.0 
	12.987
	15.349
	18.2 

	All CQI

Number of scheduled UEs = 8
	13.882
	15.729
	13.3 
	14.132
	16.108
	14.0 

	All CQI

Number of scheduled UEs = no limit
	13.912
	15.741
	13.1 
	14.554
	16.352
	12.4 

	BEST M + Average CQI

Number of scheduled UEs = 4
	12.389
	14.589
	17.8 
	12.506
	14.643
	17.1 

	BEST M + Average CQI

Number of scheduled UEs = 8
	13.291
	15.213
	14.5 
	13.508
	15.634
	15.7 

	BEST M + Average CQI

Number of scheduled UEs = no limit
	13.319
	15.241
	14.4 
	13.906
	16.021
	15.2 


Table 1: Summary of the performance comparison
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Figure 1: Fairness curves (10 UEs, BEST-M + Average CQI)
From table 1, it can be seen that non-consecutive allocation scheme shows better cell throughput performance in every case. If the number of scheduled UEs is getting smaller, the gain is getting larger. This is because the scheduling is quite restricted with the small number of scheduled users especially with consecutive resource allocation mechanism. With a realistic CQI feedback scheme (BEST M CQI + Average CQI), the throughput gain of non-consecutive allocation scheme is around or slightly larger than 15% for the reasonable number of UEs scheduled simultaneously. 
Figure 1 is showing the fairness curves for each resource allocation strategy with various numbers of scheduled UEs. The fairness curves are showing the similar fairness properties regardless of the resource allocation strategies.
3 Conclusion

From the results shown in section 2, it is reasonable to use non-consecutive resource allocation strategy for the LTE DL resource allocation. It is proposed to agree on the non-consecutive resource allocation strategy as the baseline for design of the detailed DL signalling format.
4 Simulation Assumptions

Table 2: OFDM Parameters
	Parameter
	Assumption

	TTI duration (msec)
	0.5

	FFT size
	1024

	OFDM sample rate (Msamples/sec)
	15.36

	CP duration ((sec/ samples)
	(4.75/73) ( 6, (4.82/74) ( 1

	Subcarrier separation (kHz)
	15

	# of OFDM symbols per TTI
	7

	OFDM symbol duration ((sec)
	66.67

	# of useful subcarriers per OFDM symbol
	600

	Transmission bandwidth (MHz)
	9.015

	Bandwidth for Resource Block (KHz)
	375

	Number of resource blocks
	24


Table 3: System simulation parameters
	Parameter
	Assumption

	Cellular layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance
	500 m

	Minimum distance between UE and cell
	35 m

	Distance dependent path loss
	128.1 + 37.6log10(R), R in kilometers

	Antenna pattern
	70 deg (-3 dB) with 20 dB front-to-back ratio

	Total BS Tx power
	46 dBm

	Penetration loss
	20 dB

	Standard deviation of slow fading
	8 dB

	Shadowing correlation between cells / sectors
	0.5 / 1.0

	Carrier frequency
	2000 MHz

	BS/UE antenna gain
	14 dB / 0dBi

	UE noise figure
	9 dB

	Thermal noise density
	-174 dBm/Hz

	Overhead channel (pilot and other control channels)
	20 % of subcarriers

	Pilot / other overhead channel power
	- 10 dB / -10 dB

	Modulation scheme and Channel coding rate
	See Table 3.

	Control delay in scheduling and AMC
	1.5 msec (3 sub-frames)

	Scheduling algorithm
	Proportional Fair scheduling

	Effective SIR mapping function
	Exponential Effective SIR Mapping

	Packet combining method in hybrid ARQ
	Chase combining

	Number of receiver antennas
	2

	Traffic model
	Full buffer traffic

	Frequency re-use
	1

	Channel model
	Typical Urban

	UE speed
	3 km/h

	CQI feedback scheme
	1. SNR per all resource blocks

2. SNR for BEST-M resource blocks (M = 6) and average SNR over whole band

	CQI feedback period
	5ms (10 TTIs)

	CQI feedback delay
	2ms (4 TTIs)


Table 4: Modulation and coding scheme
	Modulation
	Code Rate
	Repetition Factor
	Effective Code Rate

	QPSK
	1/3
	2
	1/6

	
	1/3
	1
	1/3

	
	1/2
	1
	1/2

	16 QAM
	1/3
	1
	1/3

	
	1/2
	1
	1/2

	
	2/3
	1
	2/3

	64 QAM
	1/2
	1
	1/2

	
	2/3
	1
	2/3

	
	4/5
	1
	4/5
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