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1. Introduction

Currently, synchronous random access is used for sending uplink scheduling requests.  This contribution examines the issue of sending UL scheduling requests using a contention based channel.    
2. Scheduling Request

Figure 1 illustrates a possible procedure for scheduling request via random access.  Although the design of this channel has not been finalized, several proposals support transmission of message together with preamble to minimize delay.  As a result, each access slot may occupy a unique time-frequency region large enough for message transmission.  In addition, the following fields have been proposed – UE ID, Cause/Priority, Buffer Status, and Channel Estimate [2].   A CRC is also required for error checking capability.    As a reply to the scheduling request message, the response message should have fixed timing relationship with access message, and may include: ACK/NAK (to resolve collision), timing advance information (if needed), and uplink resource allocation.
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Figure 1.  Synchronized Random Access Procedure.
Random access collision probability depends directly on the random access channel load which itself depends on many different factors such as traffic mixtures and number of UEs in the cell. If we assume that the number of random access requests per random access opportunity is Poisson, the collision probability can be expressed as
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, where G is the average number of random access requests per opportunity.   Under the same Poisson arrival assumption, Figure 2 shows average delays and 98%-tile delay bounds vs. throughput for slotted Aloha algorithm where persistency is changed dynamically every slot in an way which results in minimum (optimal) average delays (i.e. the persistency is always inversely proportional to the number of current random access requests). Average delays in the real system will therefore be higher than the ones shown in the figure due to the radio impacts and the use of retransmission persistency that is not optimal for a given system load.  
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Figure 2.  Average and 98%-tile access delay bound (RF not modeled).

From Figure 2, it is seen that to maintain strict delay budget, the random access load should be kept relatively low.  To alleviate the collision probability, sufficient number of random access opportunities must be provided, which reduces the efficiency of system.  Due to delay dependency on random access load conditions, in the case of delay sensitive applications, sending UL scheduling requests through random access seems not a good choice.  Of course, multiplexing of scheduling request message with data should be supported, but some mechanism is still needed when there is no uplink data transmission.     Several alternate solutions include [3-5] -
· Signaling over existing UL overhead channels
UE can, for example, use CQI channel to signal to Node B that it has a data to send. The signal can be just one bit indicator, or a special code. An ON-OFF type of traffic, like VoIP, can be a good candidate for this option. In this case, the signal sent over CQI can be used to indicate the beginning of an ON period. 

· Send scheduling request message on scheduled channel 
Node B can assign to a UE small UL channel allocation where UE can make a scheduling request, therefore eliminating the need for UE to use the random access. Small UL channel allocations, can be done periodically, or in some other fashion, depending on the negotiated QoS parameters. 
However, random access may still be used for delay tolerant traffic and the best effort data. This is especially true for the best effort class which has no associated QoS requirements, and is expected to use remaining radio resources after all other higher QoS classes have been served.  However, it should be further analyzed whether the random access channel can efficiently support transmission of scheduling requests compared to alternate solutions (e.g. scheduled transmission or multiplexing with CQI).
3. Discussion
In this contribution, the issue of sending uplink scheduling requests on the synchronized random access channel is provided.  Several observations may be drawn – 

· Scheduling requests should not be sent on a contention-based channel for delay-sensitive traffic, but should be sent on a scheduled channel or multiplexed with other uplink transmission (e.g. CQI) [3]. 

· Synchronized random access may be used to transmit scheduling requests for best-effort or delay insensitive traffic.  However, its efficiency should be evaluated with respect to alternative methods. 
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