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1 Introduction

In [1] a multi-user MIMO (MU-MIMO) scheme for spatial multiplexing was described, which relies on codebook-based vector quantisation of the channel measurements at the terminals (channel vector quantisation or CVQ for short). Link-level simulation results showed significant gain in terms of average throughput of the proposed technique over schemes based on codebooks of fixed beamforming matrices (e.g. PU2RC). In this contribution we compare the two techniques at system level and provide simulation results for different channel models and feedback accuracy. For a fair comparison, we assume the same feedback overhead for the two schemes, equivalent to 1 codebook index + 1 CQI per resource block. We assume that each user benefits from an Mx1 MIMO link, i.e. the transmit antenna array at the Node B has M elements (practically, either 2 or 4), while each UE uses a single antenna. For the case of multiple receiving antennas a simple antenna selection mechanism can be applied to both schemes or a more sophisticated combiner is also possible. Before describing the system simulation setup it is useful to recall the main characteristics of the two techniques and their relative merits.

1) Codebook for channel vector quantisation (CVQ). The codebook contains N=2B unit-norm quantisation vectors and is used by each UE to quantise an M-dimensional vector of channel measurements. Before quantisation, the channel vector is normalised by its amplitude, such that the quantisation index captures information regarding only the spatial direction of the channel vector. The UE then feeds back this quantisation index along with a real-valued lower-bound estimate of its SINR, which depends on the amplitude of the channel and the directional quantisation error. We note that in this case the UE does not know the beamforming matrix in advance. The Node B utilises this feedback information collected from the UE’s to select the users for transmission and design the beamforming matrix such that, e.g. the sum-rate is maximised. We assume that the beamforming design technique is linear zero-forcing with equal power distribution across the active users (ZFEP for short).

2) Codebook of fixed beamforming matrices (PU2RC). The codebook contains a set of L=N/M pre-determined unitary beamforming matrices of size MxM. Each UE tries each beamforming matrix in the codebook and computes an SINR for each of its M beamforming vectors, assuming that the other M-1 vectors are used for transmission to interfering users. Overall, the UE computes N SINR’s and signals back to the Node B the codebook index corresponding to the best SINR and the value of the SINR. The Node B then utilises this information to select the beamforming matrix and schedule the users for transmission, which provide, e.g. the highest sum-rate [2].
2 CVQ codebook structure

In this contribution we use a Fourier codebook, which gives good performance for different channel models as link-level results showed in [1]. This codebook is very simply constructed by extracting the top M rows of the DFT matrix of size N, where N is the codebook size. The vector quantisation operation consists in finding the (column) vector in the codebook closest to the normalised channel vector in terms of Euclidean distance. This can be implemented efficiently by taking an N-point IDFT of the normalised vector of channel measurements and selecting the point corresponding to the peak amplitude. In Fig. 1 two codebooks are drawn as examples for 2 and 4 transmit antennas and 3-bit quantisation.
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Fig. 1
 Codebooks for channel vector quantisation with B=3 bit index feedback and M=2,4 transmit antennas.

We note that in general the column vectors in the codebook are not orthonormal, hence the codebook cannot be viewed as a collection of unitary matrices. The codebook would comprise a collection of unitary matrices only if the size of the codebook is not larger than the number of transmit antennas, i.e. 
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3 Beamformer properties, signalling overhead and complexity

The main difference between the two channel feedback schemes for MU-MIMO is the flexibility in the beamformer design. On one hand, in the codebook-based fixed beamforming approach, e.g. PU2RC, the choice of beamformers is limited to the very few matrices contained in the codebook and there is no flexibility in adjusting the beamforming coefficients according to the channel conditions. On the other hand, the channel vector quantisation approach allows the beamforming matrix to be adjusted to the reported channel characteristics and designed for different purposes, e.g. cell throughput maximisation. The zero-forcing equal-power distribution criterion used in this contribution is only an example of possible beamforming designs.

The fundamental reason why a flexible beamforming design is more important for MU-MIMO than SU-MIMO is that MU-MIMO is interference-limited at each receiver by the beams intended for the other users. Therefore, a flexible design of the beamformer at the transmitter side is crucial in reducing the amount of interference experienced at the receivers. Moreover, the more accurate the channel state information provided by the UE’s, the more effective a flexible beamforming design can be in boosting the system performance.

An additional drawback of an approach relying on indications of preferred precoding matrices, is that the average number of users selecting the same beamforming matrix decreases exponentially with the number of quantisation bits B [1]. Eventually, as B grows, if the number of users in the system, K, is kept constant, only a single user will ever be allocated. This imposes a limitation on the multiplexing gain that can be achieved as the accuracy of the channel report increases and makes the use of relatively larger codebook sizes impractical.

Another aspect to consider is that feedback schemes like CVQ, or, indeed, any beamforming technique whereby the receivers do not know the beamforming matrix in advance, require that a phase reference be provided to the active UE’s for successful decoding. This can be attained by means of dedicated pilots inserted in between the common pilots, or by direct signalling of the beamforming vectors. However, also the other type of codebook-based schemes relying on an indication of the preferred precoding vector, are likely to require a phase reference in general, unless the signalling link from UE to Node B is assumed error-free (which is unlikely) and the Node B is not allowed to change the indications from the UE’s (which imposes an unnecessary restriction on the Node B).

We note that in the case of the ZF beamformer with greedy user selection, which we use in this contribution, the resulting precoding matrix is not guaranteed to be unitary. In fact, the ZF beamforming matrix is unitary only if the reported channel signatures of the selected users are orthogonal.

A summary of the relative merits of the two approaches is reported in Table 1.

	
	CVQ
	PU2RC

	Beamformer type
	Flexible, designed by Node B
	Fixed, unitary

	Scalability w.r.t. codebook size
	Performance generally improves with higher feedback granularity
	Performance generally degrades with higher feedback granularity

	Information required for decoding
	Phase reference
	Phase reference (unless the UE-to -Node B signalling is assumed error-free and the Node B is constrained always to use the requested precoding vectors)


Table 1. Characteristics of the two types of MU-MIMO schemes

In Table 2 we compare the two channel feedback schemes in terms of required complexity at the UE and signalling overhead from the UE to the Node B.

	
	CVQ
	PU2RC

	Codebook size
	N
	N

	Feedback overhead
	log2 N bit index +

1 real-valued CQI per resource block
	log2 N bit index +

1 real-valued CQI per resource block

	Complexity of index calculation at UE
	N-point IDFT

O(Nlog2N)
	N SINR calculations

O(MN2)


Table 2. Channel feedback overhead and complexity in the calculation of the feedback index at the UE.

4 System simulation assumptions

In the system simulations we assume that in both schemes each UE feeds back only 1 index and 1 channel quality indicator (CQI) per resource block (RB). We evaluate the cell throughput, the 10% and 5% worst users throughput for a 4x1 MIMO configuration with K=20 users per sector and for different codebook sizes, namely for B=2,4,6,8 bits. Hence, for PU2RC the number of 4x4 beamforming matrices in the codebook is N/4=1,4,16,64, respectively. Equivalently, the CVQ codebook consists of N=4,16,64,256 4x1 quantisation vectors, respectively.

The modulation and coding schemes (MCS’s) used by the adaptive modulation and coding (AMC) mechanism are reported in Table 3 along with the SNR thresholds required, on the AWGN channel, to meet a target frame error rate (FER) of 10%.

	Mod.
	QPSK
	16 QAM
	64 QAM

	Cod.
	1/3
	1/2
	2/3
	3/4
	4/5
	1/3
	1/2
	2/3
	3/4
	4/5
	1/3
	1/2
	2/3
	3/4
	4/5

	SNR (dB)
	-1.31
	1.23
	3.31
	4.46    
	5.23
	3.54
	6.31
	9.08
	10.61
	11.54
	7.54
	10.92
	14.31
	16.15
	16.92


Table 3. SNR thresholds for 10% FER on an AWGN channel for different MCS’s.

The detailed set of system parameters is listed in Table 4.

	Number of tx antennas
	4

	Number of rx antennas
	1

	Tx antenna spacing
	10 lambda

	Cellular layout
	Hexagonal grid, 19 cell sites, 3sectors per site

	Number of users per sector
	20

	Inter-site distance
	2 km

	Thermal noise spectral density
	-174 dBm/Hz

	Transmit power
	20 W

	Lognormal shadowing
	8 dB

	Front-to-back ratio
	20 dB

	Shadowing correlation between cells / sectors
	0 / 1

	Path loss exponent
	4

	Frequency re-use factor
	1

	UE speed
	3 km/h

	Transmission bandwidth
	5 Mhz

	Centre frequency
	2 GHz

	DFT size
	512

	Channel model
	SCM: Suburban Macro (SM) and Urban micro (Um)

	Number of paths
	1 (SM), 10 (Um)

	Number of sub-paths per path
	20

	Resource block (RB) time (subframe time)
	0.5 ms

	Number of sub-carriers per RB
	12

	Modulation schemes
	QPSK, 16QAM, 64QAM

	Channel coding rates (turbo codes)
	1/3, 1/2, 2/3, 3/4, 4/5

	Target FER
	10%

	Determination of block error rate
	See Table 3

	Control delay in scheduling and AMC
	3 subframes

	Number of drops
	1000

	Number of sub-frames per drop
	250

	Traffic model
	Full queue traffic

	Scheduling algorithm
	PF (proportional fair)

	Proportional fair factor
	1

	Hybrid ARQ
	Type I (Chase combining)

	Maximum number of retransmissions
	4


Table 4. Parameters for the system-level simulations

5 System performance results

Figures 2 to 7 present results for the suburban macro (SM) scenario of the SCM channel model, with 1 propagation path and 20 sub-paths. Fig. 2-4 show the average cell throughput, 10% and 5% worst users throughput, respectively, for the channel vector quantisation scheme with ZF beamforming and equal power distribution (CVQ-ZFEP for short), and PU2RC [2]. The plots are for different granularity of the channel feedback, i.e. different codebook sizes, namely B=2,4,6,8 bits per index. The gain in percentage of the CVQ approach is summarised in Fig. 5 for the three throughput measures considered. Note that in all the simulations the fairness criterion is satisfied by both systems, as is exemplified in Fig. 6 for the B=2 case. The corresponding cumulative distribution function (CDF) of the user throughput for B=2 is reported in Fig. 7.
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Fig. 3
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Fig. 5
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Fig. 7

A similar set of results are shown in Figs. 8 to 13 for the urban micro (Um) scenario with 10 propagation paths and 20 sub-paths per path.

It is clear from these results that the channel vector quantisation approach is beneficial even for very small codebook sizes. The average gain in cell throughput over a scheme based on fixed unitary beamforming matrices ranges between 5.4% and 9.8% for the SM and Um scenarios, respectively, and for the minimum codebook size (B=2), i.e. 1 4x4 precoding matrix or equivalently 4 quantisation vectors. We note that in this special case of B=2 bits, the DFT-based quantisation codebook is also “unitary”. The average gain in cell throughput increased steadily with the codebook size up to 64.1% and 28.6% for the SM and Um scenarios, respectively, and B=8 bits. Moreover, the percentage gains of CVQ-ZFEP over PU2RC in the 10% and 5% worst users throughput is 22.5% and 24.6%, respectively, for the SM channel model, and 20% and 21.1% for the Um scenario, with the minimum codebook size, i.e. B=2 bits.
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Fig. 9
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Fig. 11
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Fig. 13

6 Conclusions

In this contribution we have presented system-level simulation results showing the benefits of adopting a channel feedback scheme for MU-MIMO that allows flexibility at the Node B in the selection of users and the design of the beamformer. The feedback scheme based on channel vector quantisation (CVQ) requires exactly the same feedback overhead as schemes based on the indication of a preferred beamforming matrix and demands lower complexity at the UE side. A phase reference is assumed to be provided at the UE for successful detection, by means of, e.g., precoded pilots. However, this is likely to be a requirement also for schemes relying on a codebook of fixed beamforming matrices, in order to deal with the case when an indication of preferred precoding vector by one or more UE’s is received in error by the Node B.

In the light of these simulation results and those provided in [1] and [3], a way forward for MU-MIMO is proposed in [4].
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