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1. Introduction

It was demonstrated in [1,2] that the system level gain of 2x2 per-antenna rate control (PARC) over the baseline 1x2 system is heavily dependent upon the use of serial interference cancellation (SIC) receiver. The gain would otherwise be significantly smaller if the linear MMSE (LMMSE) receiver is used [1,2,3]. Unlike the LMMSE receiver, however, the SIC receiver has not been extensively studied in 3GPP. While some system simulation results have been presented for SIC, several issues related to its link level performance and complexity are yet to be studied and resolved. The complexity impact of SIC receiver was analyzed in, e.g. [4,7]. Link level performance comparison of LMMSE and SIC as well as the study of ADC resolution requirement for 2x2 PARC are given in a companion contribution [5].
In this contribution, we attempt to point out the potential impact of SIC receiver related to the latency requirement for HSDPA and UE complexity. It is demonstrated that: 

· 2x2 SIC increases the UE processing time by up to 2x relative to the Type III Rel.6 HSDPA receiver as well as 2x2 LMMSE receiver. As a result, some of UE baseband components such as the Turbo decoder need to be redesigned to operate up to 2x faster  in order to meet the Rel.6 HSDPA latency constraint of 7.5 slots. 

· Some significant increase in the relative complexity is observed when SIC is used. In terms of the chip area that is related to the MIMO processing, an increase of 6x occurs relative to the type III Rel.6 receiver.  

2. Latency impact of 2x2 MMSE and SIC relative to Rel.6 HSDPA

A timing diagram for Rel.6 HSDPA is given in Figure 1 derived from TS25.211 [6]. We assume 6 HARQ processes (channels) and hence the minimum separation between two (re)transmissions is 6 TTI’s (=18 slots). 
Between the reception of an HS-PDSCH TTI and the transmission of an ACK/NACK at the UE, a gap of 7.5 slots (=19,200 chips) exists as the timing gap between the end of HS-PDSCH TTI and the beginning of the UL HS-DPCCH (see Section 7.7 of TS25.211). This gap is intended for the UE processing time. That is, the UE has 7.5 slots to decode the 2-ms HSDPA packet right after decoding the shared control channel (HS-SCCH). The HS-SCCH is transmitted 2 slots prior to HS-PDSCH (see Section 7.8 of TS25.211).

Once the ACK/NACK is received at the node B, the node B has to respond within a certain time period. This time period is dictated by the minimum HARQ processing interval (18 slots). Hence, the available response time for the node B can be calculated as follows (see Figure 1):
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Figure 1. Timing diagram for Rel.6 HSDPA
To understand the impact of PARC on the latency requirement, we first note that there are 2 HSDPA packets arriving at the same time and both packets have to be decoded by the UE within the 7.5-slot available processing time. We consider two different MIMO receivers: LMMSE and SIC (see Figure 2 and 3 below). This processing time includes the baseband functionalities after decoding of HS-SSCH from MIMO equalization to CRC check (not shown in the diagrams but included in Turbo decoder) for data streams 1 and 2. 
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Figure 2. LMMSE receiver for 2x2 PARC
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Figure 3. SIC receiver for 2x2 PARC
From the diagrams above, it is apparent that the imposed latency for LMMSE is different from SIC. Next we examine the latency and its impact for each of the MIMO receivers. We assume that two parallel Turbo decoders are used at the UE, which corresponds to an efficient implementation as far as minimum latency and complexity are concerned.
2.1. 2x2 LMMSE receiver 
From Figure 2, it is evident that as long as two parallel Turbo decoders are used, LMMSE receiver does not impose any additional latency at the UE. This is because the two data streams can be decoded in parallel upon the completion of LMMSE MIMO equalization. Both streams will be despread, deinterleaved, demapped, Turbo decoded, and CRC-checked at the same time (in parallel). If we partition the UE processing time for both 2x2 and 1x2 LMMSE, we have the following:
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Here 
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 is the total processing time for LMMSE which consists of 
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 (Turbo decoding and CRC check), and 
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 (miscellaneous such as channel estimation). We note that to perform CRC check, Turbo decoding must be performed over 1 full TTI as the CRC appendix is only available for every TTI.
2.2. 2x2 SIC receiver
It can be observed from Figure 3 that the two streams cannot be decoded at the same time since the decoding (Turbo decoding and CRC check) for first stream needs to be completed prior to decoding the second stream. The bottleneck in the SIC operation lies in the decoding of the first stream. The total UE processing time for SIC can be written as follows:
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where 
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 is the time needed to regenerate the signal for the first stream.  Note that 
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 consists of miscellaneous operations that are not doubled due to the use of SIC. An example would be channel estimation. Comparing (2) and (3), it is evident that the total UE processing time for 2x2 SIC is up to  twice of that for 2x2 LMMSE.
2.3. Impact on the UE
First we consider the impact on the UE receiver design. The current Rel.6 specification allows 7.5 slots for the total UE processing time. Hence, the receiver designer needs to fit the total UE processing time into 7.5 slots. The design is typically chosen to minimize the total chip area and power consumption which are directly related to the operational speed of each baseband functionality. Therefore, the design will typically try to meet the 7.5-slot constraint by only a small margin. 
When SIC is used, this implies that each of the baseband functions (equalizer, despreader, demapper, deinterleaver, Turbo decoder, and CRC decoder) needs to operate up to 2x faster than that for Rel.6 HSDPA and 2x2 LMMSE. One of the most challenging functionalities that needs to operate up to 2x faster is the Turbo decoder as it has a significant contribution to the total chip area and power consumption. This has several impacts:
· A typical Rel.6 Turbo decoder (efficiently design to minimize chip area and power consumption) will most likely not be able to meet the 7.5-slot latency constraint when SIC is used. That is, the Turbo decoder may need to be redesigned in order to support SIC operation. This may hold for some other components as well such as despreader and deinterleaver.
· Since the redesigned components have to operate up to 2x faster, SIC will result in larger area and power consumption for the overall receiver design relative to 2x2 LMMSE. Whether this additional increase in complexity is significant remains to be evaluated.
Another alternative to avoid redesigning some of the receiver components for SIC is to modify the Rel.7 standard to allow a more relaxed latency constraint for the UE processing. However, this option is not desirable since this significant change causes some potential problem with backward compatibility.
2.4. Impact on the node B

In this section, we point out a potential issue related to HARQ and node B latency constraint which applies for PARC (or any type of MIMO scheme with dual streams) regardless of the receiver type. 
Since the two retransmission requests corresponding to the two data streams can be treated as two distinct HARQ processes, the number of HARQ processes is potentially doubled with the use of PARC. Hence, we expect the minimum number of HARQ channels is also increased (e.g. from 6 to 8 or from 6 to 12). However, we do not preclude the possibility of keeping the same minimum number of HARQ channels although this is the less likely scenario.

At the node B, the latency constraint depends on whether the minimum number of HARQ channels is increased or kept the same as that for Rel.6 (single stream). In general, the latency constraint at the node B becomes tighter with PARC for the same number of HARQ channels. However, as long as the number of HARQ channels is increased to accommodate the doubling in the total number of streams,  the latency constraint at the node B may not be a problem.

As a further study, the effect of increasing the number of HARQ channels for MIMO Rel.7 should also be investigated.
3. UE Complexity of MMSE and SIC

The total complexity for the receiver has to be calculated based not only upon the logic complexity but also the memory buffering needed. Since both the logic complexity and the memory complexity has to be taken into account, the comparison is done using the total chip area needed to implement the 1x2 LMMSE, the 2x2 LMMSE and the 2x2 SIC.

As shown in figure 1 above a chip/sub-chip level buffering for the received signal from the two antennas is needed. We now do the following assumptions as given in table 1 for calculating the amount of chip level buffering that may be needed:
Table 1: Assumptions for calculating the additional buffering for SIC
	Buffering for receive antennas
	2

	I, Q
	2

	Number of TTI’s for buffering
	2

	Number of ADC bits/chip
	8

	Oversampling per chip 
	1
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Based upon the assumptions in table 1, the total chip level buffering can be calculated to be; 

… (1)

As given in equation (1) the total chip level buffering for the SIC is estimated to be 490 Kbits for chip-rate sampling, respectively. We now need to do a comparison of the complexity in the terms of the chip area of the (gates+memory) that may be needed to implement the 1x2 LMMSE as compared to the (total gates + memory) for 2x2 SIC. Assuming the gate area density and memory density for 90 nm technology, the relative complexity for the different blocks of the SIC is given in table 2 below. We neglect the additional complexity of the sub-chip level SRRC filtering as it is relatively small compared to the Turbo encoding and interleaving.

Table 2: Breakdown for the estimated complexity for the 2x2 SIC related to MIMO/PARC processing
	Parameter
	Relative complexity with chip rate buffering

	1x2 LMMSE
	1 (baseline)

	2x2 LMMSE (single output only) 
	1.8

	(Sub) Chip level buffering
	2.7

	Other: Turbo encoding, interleaving, chip level subtraction, SRRC filtering, WHT transform, channel multiplication
	0.5 

	Total relative complexity for 2X2 LMMSE
	1.8

	Total relative complexity for 2X2 SIC
	6


Note that the above analysis assumes chip-level equalizer. When symbol-level equalizer is used (such as for G-RAKE receiver). In that case, the amount of buffer required for each case is proportional to the number of CDMA codes that is assigned to the UE. However, the receiver needs to be designed for the maximum number of codes allocated to an HSDPA UE, which is 15. In that case, if symbol level processing is desired, the buffering requirement can be reduced by a factor of 15/16 (for both 1x2 and 2x2 PARC).

It should also be noted that the comparison in Table 2 only involves the receiver components that are related to the MIMO processing as far as 2x2 LMMSE and 2x2 SIC are concerned. The overall impact is a subject of further study as the use of SIC may very likely affect the complexity and memory requirements of other receiver components. For example, it is pointed out in Section 2 that a higher-speed Turbo decoder may be needed for SIC in order to meet the HSDPA latency constraint of 7.5 slots. 
4. Conclusions
In this contribution, we study the latency and complexity issues for 2x2 SIC in comparison with the Type III receiver (1x2 LMMSE equalizer) for Rel.6 HSDPA as well as 2x2 LMMSE. 

· We found that the latency imposed by SIC is up to twice of 1x2 and 2x2 LMMSE. One of the immediate impacts of this latency increase is the need for redesigning some of the UE receiver components (such as Turbo decoder) to operate up to 2x faster in order meet the 7.5-slot latency constraint of HSDPA. 

· Some significant increase in the relative complexity is observed when SIC is used. In terms of the chip area that is related to the MIMO processing, an increase of 6x occurs relative to the type III Rel.6 receiver.  This figure only involves the receiver components that are related to the MIMO processing as far as 2x2 LMMSE and 2x2 SIC are concerned. The overall impact is a subject of further study as the use of SIC may very likely affect the complexity and memory requirements of other receiver components.
Several potential issues with the link level performance have been identified in [5] in relation to the system level modelling of SIC performance (e.g. the effect of un-cancelled voice interferers). In this document, we demonstrate that SIC increases the UE processing time which results in a potential UE redesign problem. In addition, the complexity impact needs to be studied further. Evidently, SIC has not been thoroughly studied in relation to MIMO Rel.7. While SIC could be used to demonstrate the potential of MIMO for Rel.7 HSDPA, there remains several issues that need further careful study. The aforementioned potential issues do not apply to LMMSE receiver. Hence, we propose that LMMSE be used as the reference receiver for MIMO Rel.7 at this point since the applicability of SIC for MIMO Rel.7 is not yet justified.
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