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1 Introduction
According to the current TR [1], the Node B scheduler (for unicast transmission) dynamically controls which time/frequency resources are allocated to a certain UE at a given time. In this paper, we proposal a method to resolve the problem about the RB allocation when an UE begins transmission, in which the decision of which RB the UE will transmit on is left to the UE rather than the base station. And the TP is presented based on the structure of TR 25.814 [1].

2 Distributed RB allocation algorithm 
The objective is to find a resource blocks allocation method that allows each UE to satisfy its rate requirements while using minimum power. The corresponding problem can be posed by the following equations, that the transmit power presented by equation (1) must be minimized to satisfying the requirements presented by equation (2)-(4).


[image: image1.wmf]å

å

å

=

=

=

=

M

m

N

n

K

k

n

k

k

T

H

n

m

r

F

P

1

1

1

2

,

|

|

)]

,

(

[




(1)


[image: image2.wmf]å

å

³

=

=

M

m

N

n

k

k

R

n

m

r

1

1

min

)

,

(





(2)


[image: image3.wmf])

(

)]

,

(

[

min

min

1

v

R

ceil

n

m

r

k

N

n

k

£

å

=

d




(3)


[image: image4.wmf]1

)]

,

(

[

1

£

å

=

M

m

k

n

m

r

d





(4)


[image: image5.wmf])

(

×

d

 is the Kronecker delta function
The problem posed by these equations is computationally intractable due to the nonlinear features, a direct approach to solving it does not yield an optimal algorithm, but we can use information about UEs’ channel and rate requirements to find a close approximation to the solution.
In this paper, we assume that the scheduling algorithm allocates RBs to a UE when that UE begins transmission, but does not allow any reallocation of RBs once a UE begins transmitting. And since a RB assigned to a UE can’t be unassigned, it means that the algorithm is nonpreemptive. 
The problem described above can be solved in two stages. The first stage of the scheduling algorithm decides how much RBs will be allocated to a UE, while the second stage decides which RBs will be allocated to a UE. And the algorithm is described in detail as followings steps and fig 1:

· Firstly, the UE reports the rate requirement and the mean channel gain across the whole bandwidth to the Node B. 
· Secondly, the Node B decides the number of RBs allocated to the UE,
· Node B transmits the information of number 
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· The UE chose 
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 RBs with highest gain [2]

· The UE report the list of selected RBs to the Node B
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Figure 1 Resource Blocks allocated algorithm

In contrast with the traditional allocating algorithms, the advantages of the algorithm described above can be concluded as followings:

· The algorithm is online, meaning that a UE’s transmission requirements are revealed to the base station only when the UE requests access. This means that the number of carriers that are used must be limited, so that incoming calls will not be blocked.
· Second, the algorithm is partially distributed, that is, the decision of which carriers the UE will transmit on is left to the UE rather than the base station. This distributed implementation requires that there be a very low probability of two UEs simultaneously beginning transmition on the same carrier. Alternatively, a multiple access protocol may be used to allow the base station to coordinate requests from the mobiles. Mobile units will contact the base station after selecting their carriers, and can begin transmission after receiving approval. It is assumed that UEs have full knowledge of who is transmitting on each channel. Either the multiple access protocol ensures that this information is available to all mobiles at all times.
3 Conclusion
Low power scheduling is a topic of interest in sensor networks and other ad hoc networks. This contribution considered an OFDMA system with no preemption and perfect channel state information. A mobile station entering the system transmits to the base station the minimum transmission rate and maximum probability of error it can be assigned, and information on channel conditions. If there are enough resources to allow the mobile to transmit, the mobile station is admitted into the network, and assigned a number of carriers to transmit on. Once assigned carriers, the mobile station retains its allocation until it transmits all packets in its immediate queue. After transmission is completed, the carriers are released and the UE exits the system. The BS is not notified of the duration of the transmission before carrier allocation, nor does it have any knowledge of future channel conditions or traffic arrival.
In this paper, an RB allocation algorithm is proposed in a partially distributed way that the decision of which carriers the UE will transmit on is left to the UE rather than the base station. The corresponding TP is modified in the last section of this contribution.
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5 Text Proposal
7.1.2.1 Scheduling

The Node B scheduler (for unicast transmission) dynamically controls how much and which time/frequency resources are allocated to a certain UE at a given time and optionally, in the distributed transmissions, the UE who begins transmission can decide the optimal RBs and report this information to the Node B. Downlink control signaling informs UE(s) what resources and respective transmission formats have been allocated. The scheduler can instantaneously choose the best multiplexing strategy from the available methods; e.g. frequency localized or frequency distributed transmission. The flexibility in selecting resource blocks and multiplexing UEs (7.1.1.2) will influence the available scheduling performance. Scheduling is tightly integrated with link adaptation (7.1.2.2) and HARQ (7.1.2.3). The decision of which UE transmissions to multiplex within a given sub-frame may for example be based on

· QoS parameters and measurements,

· payloads buffered in the Node-B ready for scheduling,

· Pending retransmissions,

· CQI reports from the UEs, 

· UE capabilities,

· UE sleep cycles and measurement gaps/periods,

· System parameters such as bandwidth and interference level/patterns,

· Etc.

Methods to reduce the control signaling overhead, e.g., pre-configuring the scheduling instants (persistent scheduling) and grouping for conversational services, should be considered. In addition it should be determined if grouping can more efficiently use time frequency resources resulting in higher capacity.
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