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1
Introduction
This contribution provides analysis of the achievable latency in the U-plane for the agreed Layer 2 protocol architecture.
2
U-plane Latency
TR 25.913 sub-clause 6.2.2 states the following requirement for the U-plane latency.

6.2.2
U-Plane Latency

Following definitions apply to user-plane latency requirements:
U-Plane Delay Definition – U-plane delay is defined in terms of the one-way transit time between a packet being available at the IP layer in either the UE/RAN edge node and the availability of this packet at IP layer in the RAN edge node/UE. The RAN edge node is the node providing the RAN interface towards the core network.
Specifications shall enable an E-UTRA U-plane latency of less than 5 ms in unload condition (ie single user with single data stream) for small IP packet, e.g. 0 byte payload + IP headers E-UTRAN bandwidth mode may impact the experienced latency
Note: This requirement, more specifically the exact definition of latency, may be revisited and further clarified once there is a 3GPP system end-to-end requirement agreed and the overall system architecture is settled, including the RAN and core network functional split. This means that the network entities between which the U-plane latency requirement of E-UTRA and E-UTRAN applies, will finally be defined at a later stage.

Following RAN WG2#53, agreement has been reached on the user plane protocol stack. While the details of the functionality are still being finalized, it has been decided that the AGW will host the header compression and ciphering functionality, while the eNode B will host the RLC, MAC and HARQ functionalities. 
As stated above, TR 25.913 has not identified the end-points for the determination of the latency. The delay has been defined in terms of the one-way transit time between a packet being available at the IP layer in the RAN edge node and at the IP layer in the UE in downlink). However, it is also stated that the RAN edge node is defined as the node providing the RAN interface towards the core network. With the current architecture, the RAN edge node providing the RAN interface towards the core network is the eNode B. However, the IP layer is not resident here.

2.1
Analysis
In order to address the issue of latency, this contribution considers the more relevant case, with the end-points being the PDCP layers in the UE and the AGW. This will provide an outer-bound to the latency achievable.
1. End-points being defined between IP layer in the AGW and the IP layer in the UE

2. Endpoints being defined between the top most layer in the eNode B and the IP layer in the UE.

Furthermore, the requirements are stated for the unloaded case for a zero byte payload size. Thus any artifacts of scheduling delay, length of allocation, etc can be ignored. Layer 1 processing times of 2 x 0.5 ms with a TTI of 0.5 ms are assumed for both transmission and receiving entities. 

A significant contributor to the latency is the HARQ retransmission mechanism. The need to account for the RTT and processing at the eNode B and the UE adds a minimum of 3 ms delay for every retransmission. Given that we are dealing with an unloaded system, given the definition above, it is very reasonable to assume no retransmission being required. However the table below estimates the delay for a range of retransmission probabilities (0, 30 and 100 % for 1 retransmission). The total delay between the HARQ entities is of the order of:

	Transmitter L1 Processing
	2 x 0.5

	Frame Alignment
	0.25

	TTI transmission
	0.5

	HARQ Retransmission
	0 x 0.5
	5 x 0.5
	5 x 0.5 x .3

	Receiver L1 processing
	2 x 0.5

	Total
	2.75 ms (no HARQ retransmission)
	5.25 ms (1 retransmission average)
	3.5 ms (30% retransmission)


Assuming one HARQ retransmission for every packet transmission, we would not have met the target. However, the need for retransmissions is largely dictated by scheduler aggressiveness. It is reasonable therefore to consider the case of a moderately aggressive scheduler which results in roughly 30% retransmissions from the HARQ layer. With this assumption, the maximum delay between the HARQ layers is of the order of 3.5 ms.
The assumptions for the remaining contributors are as follows:

ROHC engine processing in AGW= 0.1 ms 

ROHC engine processing in UE = 0.1 ms 

Ciphering processing = 0 ms 

RLC/MAC processing in eNode B = 0.05 ms 

RLC/MAC processing UE = 0.05 

eNode B - AGW transmission delay = 0 ms (a very high speed asynchronous link is assumed; thus there is no frame alignment delay or propagation delay)
The total contribution to the delay for the above processes is 0.3 ms leading to a total delay between the IP layers of 3.8 ms. 
Even assuming more conservative numbers for the ROHC engine and RLC/MAC processing, it is seen that we can reasonably meet the target value of 5 ms. Assuming the same ROHC and RLC/MAC processing times, a maximum delay of ~ 2 ms due to HARQ retransmissions can be supported – implying a retransmission probability of over 70%. Hence, overall the assumptions above are believed to be reasonable and realistic while allowing for some margin.
3
Summary
Based on a very conservative analysis it has been shown that the targets of 5 ms delay in the U-plane can be achieved.
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