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1. Introduction

In this contribution, we present how much gain is obtained in E-UTRA uplink by fast channel dependent scheduling in frequency and time domain. Additionally, in case of channel dependent scheduling, the impact of the update rate of uplink channel quality information at Node B scheduler is studied.
2. Environment and assumptions for simulation
In this section, we describe the simulation environment and assumptions.

2.1. Link adaptation and MCS set
Modulation and coding scheme used in simulation is shown in Table 1. In our simulation, we assume 8 resource units (RUs) over 10 MHz uplink transmission bandwidth, where each RU consists of 75 subcarriers. Consequently, there is only 1 RU in case of 1.25 MHz uplink transmission bandwidth in our simulation.
Table 1. Modulation and coding scheme used in simulation
	Modulation
	Code Rate
	TB Size per RU
[Bits]
	Data rate per RU
[Mbps]

	QPSK
	1/12
	75
	0.15

	
	1/6
	150
	0.3

	
	1/3
	300
	0.6

	
	1/2
	450
	0.9

	
	2/3
	600
	1.2

	
	3/4
	675
	1.35

	
	4/5
	720
	1.44

	16 QAM
	1/2
	900
	1.8

	
	2/3
	1200
	2.4

	
	3/4
	1350
	2.7

	
	4/5
	1440
	2.88


2.2. Selection of UE / Allocation of resource unit
The scheduling (resource unit allocation) method in simulation is similar (proportionally fair) as proposed in [1], where the priority values are calculated per resource unit as equation (1) , and the contiguous resource units are allocated to a UE with the highest priority values due to single carrier property of E-UTRA uplink.
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In equation (1), 
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 is an allowable maximum data rate (payload size) with an assumption of full power transmission through k-th resource unit, and 
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 is an average throughput transmitted by n-th UE (calculated by 1-pole IIR filtering of payload size assigned by scheduler).

2.3. Power control

In our simulation, the transmitted power level of data channel is directly calculated based on uplink channel quality and the target SINR value, and informed of target UE by scheduler. The target SINR value of power control is fixed for all of UE irrespective of MCS level. However, if the target UE has no sufficient power headroom, the UE transmit with allowable maximum UE power.
2.4. Simulation parameters and assumptions
The basic parameters and assumptions for simulation are shown in Table 2, and the simulation cases used are presented in Table 3 [2]. Especially, case 5 in Table 3 is newly defined as a high speed environment for our simulation.
Table 2. Basic simulation parameters and assumptions
	Parameter
	Values

	Bandwidth
	10 / 1.25 MHz

	Sub-frame length
	0.5 ms

	Cell layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter- site distance
	See Table 3

	Minimum distance between UE and cell site
	35 m

	Antenna pattern
	70-degree sectored beam

	Distance dependent path loss
	128.1 + 37.6log10(r)

	UE transmission power
	24 dBm (250 mW)

	Penetration loss
	See Table 3

	Thermal Noise Density
	-164 dBm/Hz

	Receiver Antenna Gain
	14 dBi

	Shadowing standard deviation
	8 dB

	Shadowing correlation between cells/sectors
	0.5 / 1.0

	Multipath delay profile
	ITU-Pedestrian B

	UE speed
	See Table 3

	Number of receiver antennas
	2

	HARQ type
	Synchronous & Non-adaptive (Chase combining)

	Control (scheduling) delay
	4 sub-frame (2.0 ms)

	# of HARQ process
	6 channels

	Target set point for power control 
	12 dB

	# of resource units (RUs)
	8 / 1 for 10 MHz / 1.25 MHz BW  
(75 subcarriers per RU)

	Simulation time
	30 sec (60,000 TTI)


Table 3. Simulation cases for simulations
	Simulation

Cases
	CF

(GHz)
	ISD

(meters)
	BW

(MHz)
	Penetration Loss (dB)
	Speed

(km/h)

	1
	2.0
	500
	10
	20
	3

	2
	2.0
	500
	10
	10
	30

	3
	2.0
	1732
	10
	20
	3

	4
	0.9
	1000
	1.25
	10
	3

	5
	2.0
	1732
	10
	10
	120


3. Simulation results

3.1. Effect of fast channel dependent scheduling

In this section, the system throughput results of fast channel dependent scheduling scheme in time and frequency domain are compared with those of channel independent scheduling scheme. In case of fast channel dependent scheme, we assume that scheduling is based on the instantaneous channel quality of each resource unit and averaged interference power. In case of channel independent scheme, scheduling is only based on the long term path-loss, where only one resource unit is selected randomly for each scheduled UE. In our simulation, the measurement error of channel quality or long term path-loss is not considered. 

As shown in Table 4, the performance for fast channel dependent scheduling (described as CQ) is better than channel independent scheduling (described as Pathloss) by about 11~27% in most cases (case 1, 2, 3 and 4). Therefore, it could be concluded from the simulation results that fast channel dependent scheduling provides sufficient gain to be deployed in E-UTRA. It is also shown that, the performance of fast channel dependent scheduling for high speed environment (case-5) is degraded by about 7% compared with that of channel independent scheduling. However, it would not be a dominant case that all the UEs in a system are moving in a high speed, and it may be also possible to apply fast channel dependent scheduling depending on the cell environment if necessary.
Anyhow, it should be noted that fast channel dependent scheduling needs more information for CQ measurement, which has a negative effect on sector throughput. Therefore, for measurement of net gain of scheduling schemes, such an overhead should be evaluated based on the further discussions on the details of uplink CQ measurement methods.
Table 4. Sector throughput for frequency domain scheduling
	Simulation case
	Information for scheduling
	# of resource units
	Sector throughput (Mbps)
	User throughput (Kbps) at 5% CDF

	1
	Pathloss
	8 (with FH)
	8.64
	84.1

	
	Pathloss
	8 (w/o FH)
	8.51
	83.4

	
	CQ
	8
	11.03
	85.5

	2
	Pathloss
	8 (with FH)
	8.75
	84.8

	
	Pathloss
	8 (w/o FH)
	8.74
	84.6

	
	CQ
	8
	10.71
	78.9

	3
	Pathloss
	8 (with FH)
	6.76
	63.6

	
	Pathloss
	8 (w/o FH)
	6.62
	64.9

	
	CQ
	8
	8.28
	69.6

	4
	Pathloss
	1
	1.01
	6.09

	
	CQ
	1
	1.13
	8.27

	5
	Pathloss
	8 (with FH)
	8.63
	84.3

	
	Pathloss
	8 (w/o FH)
	8.64
	82.0

	
	CQ
	8
	8.05
	62.6


3.2. Effect of uplink CQ update rate
For the fast channel dependent scheduling in uplink, each UE should transmit uplink reference signal for channel quality estimation (CQ pilot). CDM and FDM have been discussed as candidate methods for multiplexing CQ pilot transmission from multiple UEs. However, both multiplexing schemes may not provide a sufficient space for the CQ pilot transmission of many active UEs with an assumption of every sub-frame transmission Therefore, uplink CQ pilot may be transmitted in a longer period (e.g. every multiple sub-frames) in order to provide sufficient space for uplink CQ pilot transmission from multiple UEs.
In this section, we show how much degradation in sector throughput occurs by rarer updates of uplink channel quality information than update by every subframe. As shown in Table 5 REF _Ref130303132 \h 
, there is no considerable performance degradation in case of low velocity and very high velocity (case 1, 3, 4 and 5). In case of 30km/hr velocity (case 2), the sector throughputs with CQ update periods of 4~8 sub-frames are degraded by about 6~12% compared to 1 sub-frame period. Such degradation may be overcome by larger multi-user diversity gain obtained by multiplexing CQ pilots from more UEs under the limited uplink resource allocable to the uplink CQ pilot transmission. It should also be noted that CQ update period of a UE may be configured depending on its channel variation speed if E-UTRA Node B can estimate that.
Table 5. Sector throughput depending on the update period of uplink CQ information
	Simulation case
	Update period (subframes)
	Sector throughput (Mbps)
	User throughput (Kbps) at 5% CDF

	1
	8
	11.03
	85.3

	
	4
	11.04
	85.3

	
	2
	11.03
	85.4

	
	1
	11.03
	85.5

	2
	8
	9.41
	70.5

	
	4
	10.10
	75.7

	
	2
	10.51
	77.7

	
	1
	10.71
	78.9

	3
	8
	8.27
	69.6

	
	4
	8.28
	69.5

	
	2
	8.28
	69.6

	
	1
	8.28
	69.6

	4
	8
	1.13
	8.25

	
	4
	1.13
	8.33

	
	2
	1.13
	8.38

	
	1
	1.13
	8.27

	5
	8
	8.15
	63.8

	
	4
	8.14
	63.0

	
	2
	8.15
	63.0

	
	1
	8.05
	62.6


4. Conclusion

In this contribution, it was shown that the fast channel dependent scheduling has advantages to channel independent scheduling in terms of sector throughput. Especially, in case of fast channel dependent scheduling, the time-domain multiplexing of uplink reference signal for channel quality measurement may provide more UE capacity with only minor degradation of sector throughput. Finally, it is suggested that the relevant text proposal in R1-061158 [2] is included in TR25.814 [3]
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