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1 Introduction
This document analyses the UE complexity of a 7.68Mcps TDD UE. It is assumed that the higher chip rate TDD UE is designed according to the reference configuration of TR25.895 [1].

2 UE Architecture

The significant functional blocks within the UE are shown in Figure 1. It is apparent that not all of the functional blocks have complexities that vary significantly with the chip rate. The complexities of the following functional blocks do not vary significantly with chip rate:

· receiver transport channel processing (Turbo decoding, Viterbi decoding, de-interleaving, rate-matching etc.).

· transmit transport channel processing (Turbo and convolutional encoding, interleaving, rate-matching etc.).

· HSDPA (HARQ memory, additional transport channel processing elements, HS-SCCH and HS-SICH processing etc.).

· DSP, microcontroller, RAM and supporting interfaces
· synchronization (since the 7.68Mcps PSC is simply a repetition encoded version of the 3.84Mcps SCH in the reference configuration)

The complexities of the following functional blocks vary with chip rate:
· modulator (spreading) and RRC filter

· channel estimation

· joint detector

A rule of thumb states that for a 2Mbps UE (for example, a category 4 HSDPA UE), the complexities of receive transport channel processing, transmit transport channel processing, HSDPA, microcontroller and the joint detector are approximately equal and the complexity of any one of these elements dwarves the complexity of any other functional block.
This analysis thus concentrates on the complexity of the joint detector which is assumed to account for 20% of UE complexity at the 3.84Mcps chip rate. The manner in which the complexities of less complex blocks varies with chip rate is considered in section 4.
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Figure 1 - Main UE architectural blocks

3 Joint Detector Complexity

Joint detection in the frequency domain is less complex than joint detection in the time domain [2]. This analysis thus concentrates on the complexity of joint detection in the frequency domain. The following subsection provides an overview of the joint detection problem in the frequency domain. Section 3.2 analyses the complexity of frequency domain joint detection.
3.1 Overview of frequency domain joint detection

The TDD joint detection problem involves the solution of the system equation:
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where the system matrix A contains knowledge of the channelisation codes, scrambling codes, and channel impulse responses for each user and has a block-Sylvester structure, d is a vector of received QPSK symbols and n is a vector of complex Gaussian noise samples. 
The system matrix A is used where the matrix A comprises replicated versions of the channel matrix B along the diagonal, where the columns of the channel matrix represent the K users with spreading factor of Q.  Each column of the channel matrix is the convolution of a channelisation / scrambling code of length Q with a channel impulse of length W chips. In the frequency domain, a block circulant version 
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of the system matrix is used; the transformation
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 is made by adding block columns to A until the resultant matrix is block square. The block circulant matrix 
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thus has the structure shown in Figure 1.
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Figure 1 -  Structure of block circulant 
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The joint detection problem is effected by padding the received vector 
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 with zeros and solving the following equation: 
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Solution of the above equation leads to a zero forcing solution, the extension to the MMSE solution is trivial, but for the sake of notational simplicity this analysis focuses on the ZF solution to the system equation.
In the frequency domain, the above time domain equation maps to the following equation:
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where:

· 
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, Fn is a block discrete Fourier transform (DFT) of block size n x n and hence F represents a DFT of length D, [image: image12.wmf]Ä

 denotes the Kronecker tensor product and In denotes the identity matrix of size n
· 
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represents the DFT of the input vector
· 
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 is a matrix that represents matched filtering in the frequency domain : 
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 is a matrix that represents joint detection in the frequency domain : 
[image: image17.wmf](

)

1

1

~

~

-

-

×

=

A

A

F

Σ

H

K


· 
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represents the inverse DFT (IDFT)
The matrix 
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is a DQ x DK block diagonal matrix with block size Q x K. The matrix 
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is a DK x DK block diagonal matrix with block size K x K; this matrix may be inverted via Cholesky decomposition. 

D is typically selected such that D < N (the number of symbols per payload), then multiple smaller overlapping problems are solved.  In solving multiple overlapping problems, the received vector of samples must be partitioned into overlapping portions where p- and p+ denote the so called prelap and postlap number of symbols that get discarded at the start and end respectively of the estimated symbol vector. D is typically chosen to be a power of 2 (i.e. 
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 for some integer n) such that the fast-Fourier transform (FFT) and inverse fast-Fourier transform (IFFT) may be employed.

3.2 Complexity analysis of frequency domain joint detection

Table 1 analyses the complexity of the joint detection operation in the frequency domain. The complexity of an elemental multiplication operation is much greater than that of an elemental addition operation; furthermore, the number of addition operations is approximately equal to the number of multiplication operations, thus a complexity analysis in terms of the number of real multiplications to joint detect each timeslot gives an accurate estimate of relative complexity (a complexity analysis including additions, multiplications, divisions, square roots and memory is given in Annex A).

Table 1 - Frequency domain joint detector complexity analysis
	Definition of symbols
N = symbols / payload

Q = spreading factor

W = channel dispersion

K = users

D = FFT size

p- = prelap symbols

p+ = postlap symbols

L = payloads per burst
S = number of overlaps, 
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	B matrix calculation
	Real multiplications:
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	FFT of B matrix
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	Real multiplications:
	
[image: image25.wmf]D

KQD

2

log

2



	
[image: image26.wmf]A

A

~

~

H

 matrix calculation
	Real multiplications:
	
[image: image27.wmf](

)

é

ù

å

å

=

-

=

-

+

-

K

k

Q

P

v

vQ

P

K

KP

k

P

1

1

/

1

2

4

2

4



	FFT of 
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	Cholesky decomposition
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	Real multiplications:
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	FFT of received samples
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	Real multiplications:
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	Matched filtering
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	Forwards substitution
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	Backwards substitution
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	Real multiplications:
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	IFFT of symbol estimates
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	Real multiplications:
	
[image: image42.wmf]D

SKD

2

log

2




The parameters used to calculate the complexity at 3.84Mcps and 7.68Mcps are detailed in Table 2. 
Table 2 - Complexity parameter values

	parameter
	3.84Mcps value
	7.68Mcps value

	N = symbols / payload
	69
	69

	Q = spreading factor
	16
	32

	W = channel dispersion
	57
	114

	K = users
	16
	32

	D = FFT size
	32
	32

	p- = prelap symbols
	3
	3

	p+ = postlap symbols
	5
	5

	L = payloads per burst
	2
	2


Complexities in terms of real multiplications per timeslot are detailed in Table 3.

Table 3 - UE multiplication complexity at 3.84Mcps and 7.68Mcps

	operation
	complexity / multiplications
	3.84Mcps mults / timeslot
	7.68Mcps mults / timeslot

	B matrix calculation
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	FFT of B matrix
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	FFT of 
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	Cholesky decomposition
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	FFT of received samples
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	Matched filtering
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	Forwards substitution
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	Backwards substitution
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	IFFT of symbol estimates
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	61440

	Total
	
	927232
	4887552


Table 3 indicates that approximately 5 times more real multiplications per timeslot are required at 7.68Mcps than at 3.84Mcps. Overall joint detector complexity can be derived when the number of downlink timeslots supported per frame is taken into account.
A category 1 3.84Mcps HSDPA TDD UE supports a maximum of 2 HS-DSCH timeslots per TTI and 16 HS-DSCH codes per timeslot. This UE thus supports 32 physical channels per TTI. HS-DSCH transport channel processing for a category 1 3.84Mcps HSDPA UE is thus dimensioned based on 32 physical channels per TTI. It is assumed that a category 1 HSDPA TDD UE would thus also be dimensioned based on support for 32 physical channels per TTI, thus a category 1 7.68Mcps HSDPA UE would support 1 HS-DSCH timeslot per TTI.

There is no restriction in terms of the number of HS-DSCH codes that a category 2 3.84Mcps TDD UE can decode. It is assumed that a category 2 7.68Mcps TDD UE is similarly unrestricted in terms of the number of timeslots that it can decode.
Based on the above understanding of HSDPA UE category at the higher chip rate, the total number of multiplications per TTI required to perform joint detection of HS-DSCH is detailed in Table 4 for various UE categories.

Table 4 - Joint detector complexity as a function of HS-DSCH category

	HS-DSCH category
	Maximum number of HS-DSCH timeslots per TTI
	mults / TTI at 3.84Mcps / 106
	mults / TTI at 7.68Mcps / 106
	relative JD complexity increase

	
	3.84
	7.68
	
	
	

	Category 1
	2
	1
	1.85
	4.89
	2.64

	Category 2
	12
	12
	11.12
	58.6
	5.29

	Category 3
	4
	2
	3.71
	9.77
	2.64

	Category 4
	12
	12
	11.12
	58.6
	5.29

	Category 5
	6
	3
	5.56
	14.66
	2.64

	Category 6
	12
	12
	11.12
	58.6
	5.29

	Category 7
	12
	12
	11.12
	58.6
	5.29

	Category 8
	12
	12
	11.12
	58.6
	5.29

	Category 9
	12
	12
	11.12
	58.6
	5.29


It is assumed that for non-HS-DSCH channels (e.g. DSCH, DCH), it is also reasonable for a UE to joint detect fewer timeslots per TTI. It is thus possible to implement a 2.4Mbps 7.68Mcps TDD UE where the joint detector is approximately 2.6 times as complex as at 3.84Mcps.

Joint detector complexity at 7.68Mcps could be reduced by either decreasing the number of codes that can be simultaneously active in the downlink and / or reducing the maximum channel impulse response length that the UE joint detector can tolerate. Reducing the maximum channel impulse response length that the UE can tolerate would have no impact on performance in Pedestrian A, Pedestrian B or Vehicular A channels, however there would be an impact in some RAN4 test channels. 
Figure 2 shows the impact of channel dispersion length and number of simultaneously active codes on UE complexity. Either restricting the number of simultaneously active codes in the downlink or reducing the maximum channel impulse response length that the UE joint detector can tolerate will have a beneficial impact on UE complexity.
[image: image63.emf]54 58 62 66 70 74 78 82 86 90 94 98 102106110114

0

1

2

3

4

5

6

x 10

6

Channel dispersion length, W (chips)

Real multiplications

7.68Mcps, JD Complexity in FD, users = [8,10,...,30,32]


Figure 2 - Impact of channel dispersion length and number of active codes on UE joint detector complexity
4 Complexity of other baseband functions

Section 2 of this document identified the following functional blocks whose complexity will increase at a higher chip rate : spreading and modulation, RRC filter and channel estimation. As the complexity of these functional blocks is not significant at 3.84Mcps, this document merely indicates the manner in which the complexity of these functional blocks increases.
This section also analyses the complexity implications of decoding M=8 HS-SCCH at 7.68Mcps compared to M=4 HS-SCCH at 3.84Mcps as required in section 5.5.1 of [1].
channel estimator

Channel estimation in the time domain may be implemented by forming the product 
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 where G is an L ( L matrix consisting of elements of the midamble sequence from the set 
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, e is an L ( 1 matrix consisting of received midamble samples. Channel estimation in the time domain thus consists of 
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complex “swap and invert” operations (where L is the useful length of the midamble in chips). Channel estimation in the time domain may thus be four times as complex at 7.68Mcps than it is at 3.84Mcps, however the channel estimation operation does not involve multiplications and is thus not of significant complexity at either 3.84Mcps or 7.68Mcps. Efficient frequency domain channel estimation algorithms exist that have lower complexity than the time domain algorithm.
spreading / modulation
The spreading and modulation function conceptually consists of the following operations : spreading (replication), multiplication by gain factors ( and ( and summing of the spread codes. It is possible to combine the multiplication operations with the spreading (replication) operation by pre-computing the product of the gain factors: the resultant product is then replicated as part of the spreading operation. The remaining complexity of the spreading / modulation function will then exist within the summing function. Since there are twice as many chips per timeslot at 7.68Mcps compared to 3.84Mcps, there will be twice as many addition operations required at the higher chip rate. The complexity of the spreading / modulation operation is clearly not significant compared to that of other functions (such as joint detection, Turbo decoding etc.).

RRC filter

In TDD, a single RRC filter can be used for both transmission and reception. The length of the RRC filter impulse response is independent of chip rate. Since the filter coefficients of the RRC filter are fixed, it may be implemented using shift and add operations. Since there are twice as many chips per timeslot at 7.68Mcps as at 3.84Mcps, the complexity of a 7.68Mcps RRC filter is twice that of a 3.84Mcps RRC filter. However, the complexity of this filter is not significant in comparison to joint detector complexity. 

HS-SCCH decoding

In the reference configuration, it is stated that a 7.68Mcps UE must be able to decode up to M=8 HS-SCCH compared to M=4 HS-SCCH at 3.84Mcps.
The HS-SCCH carries 65 bits (payload + tail bits) at 3.84Mcps and 67 bits (payload + tail bits) at 7.68Mcps. The HS-SCCH is convolutionally encoded with a constraint length 9 code. HS-SCCH decoding complexity is thus proportional to 4(65 at 3.84Mcps and 8(67 at 7.68Mcps. 
This complexity is compared to the Turbo decoder complexity of a category 4 HSDPA UE: such a UE typically decodes 24000 turbo encoded bits in 15 timeslots (it is assumed that HS-SCCH is Viterbi decoded in a single timeslot). Assuming that the number of operations required to Turbo decode a data bit is approximately double that required to Viterbi decode a data bit (using the 3GPP Turbo code and the 3GPP constraint length 9 convolutional code), HS-SCCH decoding complexity accounts for approximately 8% and 16% of FEC decoding complexity at 3.84Mcps and 7.68Mcps respectively.
Assuming that the ECC decoders account for approximately 20% of overall UE complexity, the requirement to decode M=8 rather than M=4 HS-SCCH increases UE complexity by less than 2%. System simulations do not show a clear performance benefit from decoding M=8 HS-SCCH and this additional complexity may be reduced by relaxing the number of HS-SCCH that the UE must decode without significantly impacting system performance.
5 Complexity of Radio

The majority of the radio complexity is independent of the chip-rate used, as the analogue performance and power consumption is determined by the IF and RF frequencies.

Two circuit elements where this assumption is not true are the PA and the analogue baseband filter. The reasons for these exceptions are discussed below.

PA

In order to minimise co-existence issues between systems deployed in adjacent frequency bands with different chip rates, this study item has proposed that the adjacent channel emission limits from a 7.68Mcps terminal should still comply with the adjacent channel powers set out in 25.102 [3] for 3.84Mcps terminals. In circuit complexity terms, the same hardware can be used, but complying with the emission limits for the second adjacent 3.84Mcps channel imposes a higher linearity requirement on PAs transmitting 7.68Mcps signals. This increase in linearity does not represent an increase in PA complexity, but rather it manifests itself in a reduction in PA maximum power output. State of the art technology has shown that PA devices available today are more than capable of achieving the required adjacent channel power levels proposed by this study item for a class 2 UE (+24dBm). 

Analogue Baseband Filter

The baseband filter is one functional area where the power consumption and corresponding circuit complexity is directly affected by the chip rate. The function of the baseband filter is to act both as a channelisation filter and an anti-alias filter. The selectivity provided by the baseband filter helps the UE achieve its adjacent channel selectivity and in-band blocking specifications. Assuming that the ADC sampling rate must double for a 7.68Mcps UE, then the stop-band requirements of the baseband filter must also extend to a higher frequency in order to maintain a given level of anti-alias protection. This does not represent an increase in the complexity of the analogue baseband filter, but it does place a higher gain-bandwidth product requirement on the circuit elements used to implement the filter (assuming an active integrated filter). The necessary gain-bandwidth product can readily be achieved with existing technology, but in an optimised integrated implementation, the power consumption required will be greater than the equivalent 3.84Mcps filter and ADC. It could be argued that a steeper transition region is required when 7.68Mcps and 3.84Mcps systems are located on adjacent channels if a 7.68Mcps UE is required to achieve the same attenuation of 3.84Mcps signals in the analogue domain when compared to two adjacent 3.84Mcps or two adjacent 7.68Mcps signals. However, the RRC digital filter has a far superior transition region and provides the majority of the protection in the first part of the adjacent channel. Any complexity increase needed in baseband filtering is addressed by the RRC filter.
ADC and DAC

To support a higher chip rate, the ADC and DAC functions must operate at a higher rate. An ADC for the 7.68Mcps chip rate must operate at twice the speed of an ADC for the 3.84Mcps chip rate.

6 Overall UE Complexity Increase

A joint detector at 7.68Mcps may be implemented that is 2.6 times more complex than one at 3.84Mcps. Other UE functional blocks have complexities that are either not significant (e.g channel estimation, spreading / modulation) or do not increase significantly as the chip rate is increased (transport channel processing, HSDPA, microcontrollers). Given that a 3.84Mcps joint detector accounts for approximately 20% of UE complexity at 3.84Mcps, it is apparent that UE complexity at 7.68Mcps is approximately 33% greater at 7.68Mcps than at 3.84Mcps.

7 Conclusion

This document shows that a UE may be constructed with a complexity at 7.68Mcps which is approximately 33% greater than at 3.84Mcps. This complexity could be reduced if restrictions are placed on the number of codes that are simultaneously active in the downlink or the maximum channel dispersion length that the UE can tolerate is reduced.
[4] contains a text proposal on UE complexity for TR25.895 [1].
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Annex A: Complexity of frequency domain joint detection
An analysis of frequency domain joint detection yields the number of multiplications, additions, divides and square roots given in Table 5. It is apparent from this table that expressing the joint detection capability in terms of number of real multiplications gives an accurate comparison of UE joint detection complexity. 

Table 5 - Frequency domain joint detection complexity
	Frequency domain joint detection complexity calculations:
N = symbols / payload

Q = spreading factor

W = channel dispersion

K = users

D = FFT size

p- = prelap symbols

p+ = postlap symbols

L = payloads per burst
S = number of overlaps, 
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	Real additions:
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	Complex memory: 
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	Complex memory:
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	Real additions:
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	Complex memory:
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	Matched filtering
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	IFFT of symbol estimates
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	Post joint detector symbol decimation
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