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1. Introduction

Low client-server round-trip time (RTT) is of great importance to several applications, e.g., TCP-based applications. In this paper, some simulations results are shown, illustrating the gains on the TCP level for two different scenarios. The investigation focuses on the protocol aspects, i.e., only a single user has been considered and no attempt to analyze the system capacity is made in this paper.

2. Simulation Results

Two different traffic models have been investigated. One model has a fixed 200 kbyte data size, representing e.g., file transfer or sending of a large e-mail. The other model is a log-normal distribution with a 5 kbyte median file size, representing e.g., MMS services. The delays in the internet and core network has been set to zero in order to clearly illustrate the impact from delays in the radio access network. The RLC configuration used was found to give good performance and represents a typical setting in a realistic network. A 384 kbit/s data rate has been assumed unless otherwise noted and HS-DSCH has been assumed in the downlink.

Four different uplink situations are considered:

1. A reference case with 10% uplink BLER.

2. A case where the BLER as seen from the RLC is reduced to 1%. This can be achieved either by operating the uplink at a lower BLER target, or by introducing a fast retransmission mechanism in the Node B.

3. A case with 2 ms TTI and correspondingly reduced processing delays, in addition to the improvements according to 2 above.

4. A case where the data rate was increased to 1.536 Mbit/s, in addition to the improvements according to 3 above. 

Note that the improvements are cumulative, i.e., item n above includes the improvements from items 1 through n-1 as well.

The overall object transfer delay with different enhancements is illustrated in Figure 1, normalized to a reference case with 10% uplink BLER. For both traffic models, the gain by reducing the number of RLC retransmissions is relative large. Note that this can be achieved within the current standard by increasing the average power on the uplink by lowering the BLER target. Alternatively, a similar effect may be achieved by introducing fast Node B retransmissions instead of increasing the uplink power. For the case with small file sizes, a further decrease in the total transfer time of approximately 30% can be achieved by reducing the TTI from 10 ms to 2 ms, including a corresponding decrease in processing delays. Increasing the data rate from 384 kbit/s to 1.536 Mbit/s does not significantly improve the situation for the small object model, while a rather large improvement is seen for large sizes. The reason is the slow start mechanism in TCP, which in conjunction with small file sizes does not allow a full utilization of very high data rates on the radio link with the delays modeled.

It is worth noting that improvements in the uplink may well improve the performance of the HS-DSCH. Gains in HS-DSCH downlink transfer times of up to 40% have been observed in the simulations. Finally, note that the TCP performance results presented herein should be viewed as examples of the achievable gains.
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Figure 1: Simulation results.
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3. Conclusion

Simulation results illustrating the TCP performance with Node B controlled retransmissions and a reduced TTI has been presented and the importance of keeping delays small has been illustrated. Additional system simulations, including multiple users, are required to investigate the effects on the overall radio network capacity.

