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1. Introduction 

Node B controlled scheduling is one of the techniques being considered for the enhanced uplink dedicated transport channel ([E]-DCH). When UE is in soft handover, [E]-DCH transmit power can be reduced by employing SHO operation (macro selection diversity) also for [E]-DCH transmission, which means that multiple active set Node Bs will be involved in [E]-DCH reception. 

To improve [E]-DCH performance, it seems desirable to employ the Node B based scheduling as well as macro selection diversity. However, Node B controlled scheduling in SHO is not so clear so far. 

In this contribution, we discuss some aspects of Node B controlled scheduling in SHO and also discuss about the possible solutions.

Note that chapter 2 is directly written in the format of text proposal into TR 25.896.
2. [E]-DCH scheduling in SHO

--------------------------- Start of text proposal part 1 ----------------------------- 

7.1.x 
Node B controlled scheduling in soft handover

When UE is in SHO, there will be multiple active set Node Bs receiving [E]-DCH transmission. Then, regarding the number of Node Bs transmitting the scheduling command to a UE, there could be two options: 

· Option 1: Only a single Node B sends the scheduling command to a UE.

· Option 2: All active set Node Bs send the scheduling command to a UE.

Regarding the option 1, it seems difficult to choose a single scheduling Node B among the active set Node Bs. Furthermore, the scheduling Node B cannot know noise rise condition of the other active set Node Bs, which may degrade [E]-DCH reception performance of those Node Bs. In option 2, on the other hand, all the active set Node Bs can generate scheduling command for a UE based on their own noise rise condition. Therefore, option 2 is preferred over option 1. Option 1 will not be considered in the followings.

Assuming option 2 for the number of scheduling Node Bs, UE may receive different scheduling commands from the active set Node Bs because of different UL noise condition for each active set Node B. Then, the possible UE operations upon receiving different scheduling commands can be classified according to scheduling aggressiveness as follows.

· Aggressive scheduling: UE follows the best scheduling command, i.e., UE transmits [E]-DCH if a single Node B allows transmission or UE sets the maximum allowed data rate as the highest one among the allowed data rates, which are indicated by the active set Node Bs. In this method, UL resource utilization is expected to be very high. However, all other Node Bs except the one, which has sent the best scheduling command, may suffer from unexpected noise rise.

· Conservative scheduling: UE follows the worst scheduling command, i.e., UE transmits [E]-DCH only if all active set Node Bs allow transmission or UE sets the maximum allowed data rate as the lowest one among the allowed data rates, which are indicated by the active set Node Bs. UL noise rise will almost always be less than or will never be larger than the expected level, which may imply that [E]-DCH receiving quality would be much better than the expected quality. However, contrary to the aggressive scheduling, UL resource may be wasted, since it will seldom happen that all active set Node Bs allow transmission or allow increasing data rate.

· Intermediate aggressiveness scheduling: The above-mentioned aggressive scheduling and conservative one can be thought as two extremes. In order to have efficient UL resource utilization with endurable error in predicting UL noise rise condition, it may be beneficial to derive a compromise between the two extremes. As a possible way, UE can combine the scheduling commands from all active set Node Bs as e.g., their weighted average by applying different weighting factors for those scheduling commands, of which concept is illustrated in Figure 1. In this method, the weighting factors should be informed to UE or should be updated when there is a change in active set of Node Bs via higher layer signalling. The weighting factor for the scheduling command of the n-th active set Node B is denoted as 
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 implies that more weight is given to the scheduling command of the n-th active set Node B. It is noted that the weighting factors may be determined by considering, e.g., cell layout to take into account relative effect of [E]-DCH transmission on the noise rise condition of each active set Node B.
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Figure 1. Concept of intermediate aggressiveness scheduling

7.1.x.1
Example implementations of scheduling methods in SHO

In this section, example implementations of the possible scheduling methods in SHO are described to help their further evaluation.

There are two kinds of Node B controlled scheduling algorithms [R1,R2] proposed so far and they can be briefly summarized as follows.

· Explicit Node B scheduling of transmission on/off and allowed maximum data rate [R2]: UE sends scheduling information (queue size, power margin etc) to Node B. Then, Node B sends the UE (implicit) scheduling grant message, which indicates [E]-DCH transmission on/off, as well as the maximum allowed power margin, which is equivalent to specifying a maximum allowed data rate. In the followings, the maximum allowed data rate indicated by the n-th active set Node B is denoted as 
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. The scheduling grant from the n-th active set Node B is denoted as 
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. If [E]-DCH transmission is allowed by the n-th active set Node B, 
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 is set to 1. Otherwise, 
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 = 0. In the followings, UE’s final decision for the scheduling grant and the maximum allowed data rate is denoted as 
[image: image10.wmf]SG

 and 
[image: image11.wmf]DR

, respectively.

· Two-threshold Node B scheduling [R1]: [E]-DCH data rate can be as high as UE threshold. UE can send Node B explicit rate request if it needs to increase UE threshold. Then, the UE threshold is adjusted according to the rate grant sent by Node B. The rate grant from the n-th active set Node B is denoted as 
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, which has three values: 
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 is set to -1 for “down”, 0 for “keep”, and 1 for “up”. In the followings, UE’s final decision for the rate grant is denoted as 
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7.1.x.1.1

Aggressive scheduling

Explicit Node B scheduling of transmission on/off and allowed maximum data rate
If 
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equals 1 for any n, the final scheduling grant 
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is set to 1, which means that [E]-DCH transmission is allowed. The final maximum allowed data rate 
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for the m-th active set Node B, 
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 is set to 0 in calculating the final maximum allowed data rate.

Two-threshold Node B scheduling
In this method, if any rate grant message is “up”, the final rate grant should be “up”. If there is no “up” rate grant message and any rate grant message is “keep”, the final rate grant should be “keep”. This operation can be implemented as 
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7.1.x.1.2

Conservative scheduling

Explicit Node B scheduling of transmission on/off and allowed maximum data rate
If 
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equals 0 for any n, the final scheduling grant 
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is set to 0, which means that [E]-DCH transmission is not allowed. The final maximum allowed data rate 
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is set as 
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for the m-th active set Node B, 
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 is set to 0 in calculating the final maximum allowed data rate.

Two-threshold Node B scheduling
In this method, if any rate grant message is “down”, the final rate grant should be “down”. If there is no “down” rate grant message and any rate grant message is “keep”, the final rate grant should be “keep”. This operation can be implemented as 
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7.1.x.1.3

Intermediate aggressiveness scheduling

Explicit Node B scheduling of transmission on/off and allowed maximum data rate
UE operation upon receiving the scheduling commands from active set Node Bs is as follows.

· Step 1: Combined scheduling grant is first calculated as 
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· Step 2: If 
[image: image30.wmf]send

comb

T

SG

>

, final scheduling grant 
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 is set to 1, implying that [E]-DCH transmission is allowed. Otherwise, 
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 is set to 0, implying that [E]-DCH transmission is not allowed. 

· Step 3: If the final scheduling grant 
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equals 1, the final maximum allowed data rate is calculated as 
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Scheduling aggressiveness can be adjusted by changing the threshold value 
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 may be determined by RNC and can be sent to the UE by higher layer signalling.

Two-threshold Node B scheduling
UE operation upon receiving the scheduling commands from active set Node Bs is as follows.

· Step 1: Combined rate grant is first calculated as 
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· Step 2: If 
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 is set to 1 implying “up”. If 
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 is set to 0 implying “keep”. If 
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 is set to -1 implying “down”.

Scheduling aggressiveness can be adjusted by changing the threshold value 
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 may be determined by RNC and can be sent to the UE by higher layer signalling.

--------------------------- End of text proposal part 1 ----------------------------- 

--------------------------- Start of text proposal part 2 ----------------------------- 
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3. Conclusion

In this contribution we have discussed some aspects of Node B controlled scheduling in SHO and have presented possible scheduling options in SHO to be further studied for SI “Uplink Enhancements for Dedicated Transport Channels”. It is proposed to include the text proposals of chapter 2 in this contribution into TR 25.896.
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