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1. Introduction

At the WG1#25 meeting in Paris, in discussions on the use of UE ID to create scrambling sequences and UE specific CRCs, it was agreed that if WG2 have 16 bits ID (C-RNTI), then the simplest way would be to use it directly.

However, as described in [3], the UE ID based scrambling sequence is assumed to be obtained based on 10 bit UE ID by firstly coding the 10 bit UE ID using the R99 (32, 10) block code and then repeating the first 8 bits of the 32 bit result. However as indicated above, if WG1 adopts the RAN WG2 16 bit UE ID, a new mapping from 16 bits to 40 is required. 

This contribution discusses the UE specific masking for HS-SCCH when 16 bit UE ID is used as the basis. We consider several options to map a 16 bit UE ID into a 40 bit UE specific scrambling sequence.  This mapping has the following characteristics: 

· It is simple,

· It is based on existing 3GPP functions

· It has good separation between the members of the set of codewords to minimize probability of false detections

We have identified and analyzed 6 options.  We show that some of these options result in very high false detection probability for cases where the transmitted UE ID is close to the receiving UE’s ID and where the mapping fails to provide adequate separation.

We identify the following two leading choices, which provide excellent separation:

· Use ½ rate convoluational code and puncture to 40 bits

· Use a 24 bit CRC code and the16 bit UE ID, where the 24 bit CRC is generated based on a 8 bit CRC which is calculated from the 16 bit UE ID

The two leading candidates have the same minimum distance, dmin = 8. Simulations indicate that they give similar performance.  For the first leading candidate (using ½ rate convoluational code and puncturing to 40 bits), the probability that a Hamming distance between any two distinct UE specific scrambling codes of the entire set is equal to the minimum distance, is about 0.1%, while for the second leading candidate (using a 24 bit CRC and the 16 bit UE ID), the corresponding probability is about 0.25%.  Consequently the convolutional approach has a small advantage that it results in a smaller number of instances of the minimum distance condition.  However, either of them may qualify as a preferred candidate and the choice between the two for the UE specific masking for HS-SCCH should be based on implementation considerations.  

2. Problems with the current UE Specific masking scheme for HS-SCCH, when 16 bit UE ID is used

In HSDPA for FDD [3], a 10 bit UE ID was originally used to scramble both the HS-SCCH Part-1 information and the CRC in Part-2 of the HS-SCCH. For the HS-SCCH Part-1 information, the 10 bit UE ID has to be represented as a 40 bit UE ID specific sequence, while for the CRC (16 bits) in Part-2 of the HS-SCCH, the 10 bit UE ID is mapped to a 16 bit sequence simply by zero padding the UE ID to be equal to the length of the CRC. 

At the last WG1 meeting in Paris, there was a discussion of using 16 bit UE ID to scramble the CRC in Part-2 of the HS-SCCH, where the 16 bit UE ID may be derived from the current 10 bit UE ID used by WG1 [1] [2][3] or may be obtained directly from the 16 bit UE ID used by RAN WG2 (if RAN WG2 has 16 bit UE ID). It was suggested that if we have 16 bit UE ID existing from higher layers already, then we should use the 16 UE ID directly.  In this case, for the HS-SCCH Part-1 information,

· The current Reed-Muller based block code approach can not support the 16 bit UE ID

· Other variants of the current approach may degrade performance in detecting the HS-SCCH, in particular leading to false detections when the transmitted control message uses an ID that is very close to that of the receiving UE. 

In the following section, we consider several candidate solutions to generate a UE ID scrambling sequence for scrambling the HS-SCCH Part-1 information, where the scrambling sequence is based on 16 bit UE ID. 

3. Alternatives evaluated

To develop a way to map a 16 bit UE ID to a 40 bit UE specific scrambling sequence, we use the following design criteria:

1) it is simple,

2) it is based on existing 3GPP functions,

3) it has good separation between the set of code words to minimize probability of false detections. 

The strategy for evaluation is based on first, determining the minimum distance between code words for each candidate, and then simulating performance for the best candidates.

Based on the above criteria, we have identified the following candidates:

3.1. Option-2: Use ½ rate convoluational code and puncture to 40 bits

This option uses the R’99 ½ rate convoluational code to generate UE specific scrambling codes as shown in Figure 1. The 16 bit UE ID, denoted by 
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, followed by 8 zero tail bits are input to the ½ rate convolutional encoder, generating 48 bits. Eight bits out of the resulting coded 48 bits are then punctured to 40 bits, using the Release 99 rules for rate matching.
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Figure 1. Block diagram of Option-1

3.2. Use 1/3 rate convoluational code and puncture to 40 bits

Similarly to Option-1, this option uses the R’99 1/3 rate convoluational code to generate UE specific scrambling codes as shown in Figure 2. The UE ID, 
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, followed by 8 zero tail bits are input to the 1/3 rate convolutional encoder, generating 72 bits. Then 32 bits out of the resulting 72 coded bits are punctured to 40 bits, using the Release 99 rules for rate matching.
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Figure 2. Block diagram of Option-2

3.3. Option-3: Use a 24 bit CRC code followed by the16 bit UE ID, where the 24 bit CRC is generated based on an 8 bit CRC which is calculated from the 16 bit UE ID
As shown in Figure 3, this option derives a 40 bit UE specific scrambling code in the following steps:

· Use the 16 bit UE ID to create an 8 bit CRC, 

· after attaching the 8 bit CRC to the 16 bit UE ID, repeat the 16 bit UE ID to make a 40 bit sequence (16 bit UE ID+8 bit CRC+16 bit UE ID), 

· run this 40-bit sequence through the 24 bit CRC calculation,

· then perform concatenation of the 24 bit CRC and the 16 bit UE ID.
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Figure 3.  Block diagram of Option-3

3.4. Option-4: Use (32, 10) Reed Muller block code followed by (6 UE ID bits + 2 repeated bits)
Figure 4 shows a block diagram of Option-4 generating a 40 bit UE specific scrambling code in the following steps: 

· firstly encode the first 10 UE ID bits, 
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 using the Release 99 (32, 10) Reed-Muller block code to obtain 32 coded bits, 

· take the last 6 UE ID bits, 
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· then perform concatenation of the 32 bit RM coded sequence and last 6 UE ID bits,

· then rate-match the concatenated bits to 40 bits.
[image: image9.wmf]Segment into two parts
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Figure 4. Block diagram of Option-4

3.5. Option-5: Use (16, 5) Reed-Muller block code and ½ rate convoluational code and puncture to 40 bits
This derives a 40 bit UE specific scrambling code in three stages, as shown in Figure 5
, by firstly encoding the first 5 UE ID bits, , of 
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 using the Release 99 (16, 5) Reed-Muller block code to obtain 16 coded bits. The remaining 24 bits of the UE specific scrambling code can be obtained by encoding the last 11 UE ID bits, 
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 by ½ rate convolutional code, which results in 2*(11+8) convoluational coded bits. After concatenating of the 16 RM coded bits and the 38 convoluational coded bits, the resulting concatenated bits are rate-matching to 40 bits.
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Figure 5. Block diagram of Option-5

3.6. Option-6: Simply repeat 16 bits 

This option simply repeats 16 bit UE ID, 
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In addition to the above options, it is possible to have several other variants of any of the above options by combining some of them to derive a 40 bit UE specific scrambling code.

4. Comparison

We have carried out performance analysis of the individual options described in the previous section. The performance is evaluated in terms of the Hamming distance between UE specific scrambling codes derived from the individual option, where the Hamming distance between any two codes is defined as the number of places where they differ. 

Figure 6 shows the performance of Option-1 through Option-6 with respect to the probability that the Hamming distance between any two UE specific scrambling sequences is N bits where 1<=N<=40. The minimum distance associated with each option is summarized in Table 1, where the minimum distance is the smallest value of the Hamming distances for the considered option. The minimum distance between UE specific scrambling codes is an important parameter to determine the HS-SCCH detection capability of the UE. For instance, the set of UE specific scrambling codes with a large minimum distance provides lower false alarm probability to an unintended UE than that with a small minimum distance. Accordingly it is desirable to choose as the two leading candidates Option-1 and Option-3, since both of them have the same greatest minimum distance of 8 bits among the options. It may be noticed that for Option-1 (using ½ rate convoluational code and puncturing to 40 bits), the probability that a Hamming distance between any two distinct UE specific scrambling codes of the entire set is equal to the minimum distance, is about 0.1%, while for Option-3 (using a 24 bit CRC and the 16 bit UE ID), the corresponding probability is about 0.25%.  

To illustrate the importance of using mappings with large minimum distance, we did simulations in AWGN, using Option-3 as a good option and Option-6 as a bad option. To detect the presence of the correct HS-SCCH, we use the same criteria as used in [4]: 

· Zero’th state being the best state and 

· the re-encoded symbol error is less than a threshold. 

Figure 7 shows the probability of false detection when the transmitted UE ID is one bit different from the receiving UE’s ID and the threshold for the re-encoded symbol errors is equal to 9. As observed, the false alarm probability of Option-3 (with a minimum distance of 8) is acceptable. However the false alarm probability of Option-6 (having a minimum distance of 2) approaches one, as the SNR (signal-to-noise ratio) increases. The reason for such a behavior with Option-6 is as follows: When the transmitted scrambling code differs from the receiving UE’s scrambling code by a small number (e.g. 2), with a large SNR,  from a Viterbi decoder point of view, the number of received symbol errors would be most likely equal to the Hamming distance between the two UE specific scrambling codes (in this example, two bits for Option-6). In this case, the two symbol errors can be corrected by the Viterbi decoder and the above detection criteria are satisfied, so that the desired UE falsely declares the presence of HS-SCCH (even in DTX of the UE’s HS-SCCH). Figure 8 shows the probability of false detection when a Hamming distance between a pair of UE specific scrambling sequences is 2, 8, 10, and 12, respectively. 

In summary, we have illustrated how an overly simple mapping of the 16 bit UE ID into the 40 bit scrambling sequence can lead to high incidence of false detections and we have suggested at least two very satisfactory mappings that are simple and will avoid this problem.

Table 1.  Minimum distance (in bits) between UE specific scrambling codes of the individual options (Option-1 through Option-6) described in Section 3

	Options
	Minimum distance (bits)

	Option-1: (1/2 rate Conv. Coding and puncturing)
	8

	Option-2: (1/3 rate Conv. Coding and puncturing)
	1

	Option-3: (24 bit CRC + 16 bit UE ID)
	8

	Option-4: ((32,10) TFCI coding + (6 UEID bits+2 rep. bits))
	1

	Option-5: ((16,5)TFCI coding,1/2 rate Conv. Coding, & puncturing)
	3

	Option-6: (Simple repetition of 16 bit UE ID)
	2
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Figure 6. Probability of occurrence of Hamming distance between code pairs for each of the six options for UE specific scrambling codes
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Figure 7. Comparison of false alarm probability between a good option (Option-3) and a bad option (Option-6) when the 16 bit UE ID of the transmitted UE is one bit different from that of the receiving UE and the threshold for the re-encoded symbol errors is 9.
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Figure 8. Comparison of false alarm probability between pairs of UE specific scrambling sequences, when each pair has different Hamming distance (of 2, 8, 10 and 12) and the threshold for the re-encoded symbol errors is 9.

5. Conclusion

In this contribution, we discussed the UE specific masking for HS-SCCH when 16 bit UE ID is used as the basis. We consider several options to map a 16 bit UE ID into a 40 bit UE specific scrambling sequence.  This mapping has the following characteristics: 

· it is simple,

· it is based on existing 3GPP functions

· it has good separation between the members of the set of codewords to minimize probability of false detections

We have identified the following two leading choices:

· Option-1: Use ½ rate convoluational code and puncture to 40 bits

· Option-3: Use a 24 bit CRC code and the16 bit UE ID, where the 24 bit CRC is generated based on a 8 bit CRC which is calculated from the 16 bit UE ID

The two leading candidates have the same minimum distance, dmin= 8.  Simulations indicate that they give similar performance.   The Option-1, the convolutional approach has a small advantage that it results in a smaller number of instances of the minimum distance condition.  However, either of them could be qualified as a preferred candidate and the choice between the two for the UE specific masking for HS-SCCH should be based on implementation considerations.

In addition, we have shown that a naïve mapping can lead to a very high false detection probability when the UE ID of the transmitted HS-SCCH message is close to that of the receiving UE ID.
6. References

[1] R1-02-0555, “Pre-coding of UE ID before modulo 2 addition with CRC”, Lucent Technologies, Paris, April 2002

[2] R1-02-0493, “Improved UE Specific CRC Generation”, Siemens, Paris, April 2002

[3] 3GPP TS 25.212, “Multiplexing and Channel coding (FDD)”, V5.0.0

[4] R1-02-610, “Performance of the HS-SCCH”, Motorola, Paris, April 2002
_1081682329.unknown

_1081695959.unknown

_1082454261.unknown

_1081695807.unknown

_1080573243.unknown

_1080641209.unknown

_1080573059.unknown

