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1. Introduction

This paper addresses the central issue of how to determine the best strategy in non-real time, interactive and near real time data services. Given a 5 MHz bandwidth and W-CDMA system and a data traffic profile, how many users can be supported and what is the level of the handset and infrastructure complexity? 

There are several factors that impact such an undertaking: 1) the downlink/uplink capacity ratio needs to be formulated properly, 2) A realistic Data Traffic model and the corresponding Grade of Service (GoS) requirement, 3) A method to dimension the number of required circuit switched or packet switched resources in the Base Node, 3) Resource utilization Ratio formulation and finally 4) comparison of various data service deployment strategies. 

In particular we will show that the use of CPCH/FACH pair is the optimum solution for non-real time multimedia services. 

In particular we will show that the use of CPCH/FACH pair [Packet Mode: 3GPRS] is the optimum solution for non-real time multimedia services. The DCH/DCH is primarily intended for real time services and is a W-CDMA Circuit Mode of operation. DCH/DCH+DSCH is also classified as Circuit Mode of operation in this paper although it can be used and is intended for non-real time services. However, we prove in this paper that the Packet Mode of operation in UMTS [3GPRS: CPCH/FACH] is optimum for non-real time data services and provides significant system gains in the spectrum efficiency and resource utilization sense. In this paper we show that 3GPRS provides 20-80% and 40-160% more capacity in the downlink and uplink respectively. This is with the assumption that FACH is operating with closed loop power control. Furthermore, 3GPRS requires 5-40 times less modems in the Base Node in both uplink and downlink directions reducing the cost of the infrastructure by orders of magnitude.
The set of formulas derived and presented in this paper can be utilized to plan data services in the UMTS W-CDMA system. Given the expected traffic model and the planned number of subscribers, we can determine the number of required modem cards (DCH/DCH or CPCH/FACH) and the total number of required Base Nodes in the system. 

This contribution can be helpful in aiding the decision to improve the performance of the Cell-FACH state by the way of introducing closed loop power control on FACH. This contribution provides the systems engineering perspective of why this improvement benefits the capacity performance of the W-CDMA system in packet mode of operation. 

2. CDMA Uplink and Downlink Capacity formulation

The CDMA system capacity for the downlink and uplink directions can be written as follows: 

N dl = S x PG/ { (f spill + ( orth)x SNR req-DL}

N ul = S x PG/ { (f spill + 1)x SNR req-UL}

Where PG is the processing Gain, SNR is the required Eb/N0 in the downlink and uplink directions, f spill is the spill over from adjacent cells or sectors, and ( orth is the orthogonality factor. 

The orthogonality factor is different for various environments. Using the ITU channel model A, we derive the following numbers for this factor: 

( orth= .1/.9 (indoor) = (power in other paths)/ (power in the Main path) =.11

( orth= .4/.6 Vehicular = .67

( orth= .06/.94 Pedestrian = .067 

We also assume the spillover to be 50% for both uplink and downlink directions: 

f spill= .5 for both uplink and downlink cases

(1 = N dl / N ul = (1.5 SNR req-UL )/ (.61 SNR req-DL) = 2.46 SNR req-UL / SNR req-DL
(2 = N dl / N ul = (1.5 SNR req-UL )/ (1.17 SNR req-DL) = 1.28 SNR req-UL / SNR req-DL
(3 = N dl / N ul = (1.5 SNR req-UL )/ (.567 SNR req-DL) = 2.65 SNR req-UL / SNR req-DL
SNR imbalance depends on the performance of macro and micro diversity gains in uplink and downlink directions. Macro diversity is the soft handover gain and micro diversity is the antenna diversity gain (transmit diversity versus receive diversity). STTD transmit diversity functions identical to the receiver diversity. Note that in the micro-cellular environment, power limitation is not a factor, so we can assume that the diversity gain is the same in the uplink and downlink directions. The overall implementation loss in the UE can be assumed to be worse by a small margin. The RAKE in the UE could be less complex as well. Although, the cost of having similar number of RAKE receivers in the UE and Base Node is minimal.  The latter factor could lead to a 1-2 dB imbalance between the uplink and downlink in the SNR sense. 

Let’s assume that the SNR required in the uplink and downlink is imbalanced by 1-2 dB in favor of the uplink direction. In that case we will have the following tabulated results: 

	Environment/ SNR imbalance
	1 dB
	2 dB

	Indoor
	1.95
	1.56

	Pedestrian
	2.1
	1.68

	Vehicular
	1.01
	.80


The table entries are the capacity ratio of downlink over uplink. As can be seen in most cases there is a significant imbalance in favor of the downlink direction. The exact figure depends on the SNR imbalance and the operating environment. 

Two conclusions can be drawn from the above formulation: 1) There is a direct dependency on SNR req for both uplink and downlink capacity.2) the orthogonality in the downlink leads to significantly more capacity in the downlink. 

Another factor that impacts the overall picture is the presence of common channels broadcasted to all users in the downlink direction. These channels take up a certain percentage of the capacity, as does the Random Access Channel in the uplink direction. However, we can assume that 20% of the downlink capacity is consumed by these downlink broadcast channels. 

3. Tele-Traffic and Performance Engineering 

Erlang B loss formula and the Erlang C Delay formulas can be used for tele-traffic engineering of the infrastructure when circuit-switched modems are used to transfer the data over the air interface. We can determine the blocking probability by using the Erlang B formula and determine the waiting time by using the Erlang C formula. In other words, for a given P circuits, impinging Erlang A traffic will cause an x% blocking probability. Also, the user will have to wait by an amount equal to Erlang C before it gains access to the system: 

C(P,A) = A B(P-1, A) / { P + A[B(P-1),A)-1]} Erlang C formula [1]

B(P,A) = A P/ P! / {(pk=0  A K / K!} Erlang B formula

Where C(P,A) is the waiting time and B(P,A) is the Erlang B loss value [blocking probability]. As an example, given 4 circuits operating at 384 kbps, we will have the following: 

P=4  ( @ 20% blocking A= 3 and C(P,A) = 400 ms

P=4  ( @ 10% blocking A= 2 and C(P,A) = 100 ms

For Packet switched modems, the throughput delay formulation can be used to derive the delay and throughput efficiency of the radio access protocol. The performance of each protocol and method varies based on the built-in features of that protocol. For example, Slotted Aloha type protocols provide close to 36% throughput efficiency. The Delay behavior is more complex and requires detailed analysis in any particular environment. The performance of uplink random access method utilized for CPCH has been simulated by various sources [2]. The results indicate that acceptable radio access delays [less than 100 ms], occurs in the 75-85% range depending on the mode of operation. The service provider will have the choice of setting the mode of operation and other parameters that impact the throughput delay performance thus setting the GoS in the delay sense.

4. Capacity and resource utilization ratios using circuit switching and packet switching methods

4.1 resource utilization improvement ratio (CPCH versus DCH)

The resource utilization ratio using circuit switching and packet switching methods has been addressed in [3]. In a nutshell: 

The resource requirement ratio for various operating points can be calculated based on the following formulas: 

R1 = F protocol inefficiency  / { F circuit-mode (channel inactivity inefficiency) x F circuit mode (trunking inefficiency) } 

F circuit-mode (channel inactivity inefficiency) = T over-the-air / T channel-hold-up-time

T channel-hold-up-time= T inactivity + T set-up + T release + 8 L / { CR x f b )

Where CR is the Coding Rate. L is the packet length in number of bytes. We assume ( to be 1 and the T inactivity is the sum of inactivity timer and the sum of packet inter-arrival idle times within a packet call. 

As another example to clarify the derivation of F circuit mode (trunking inefficiency), let’s assume that the capacity of the system is four 384 kbps Circuits, GoS of 20% call blocking, 400 ms Delay, under these assumptions, the trunking inefficiency factor will be .75. We can derive this by using the Erlang B and C formulas in the pervious section. Furthermore, we assume the protocol inefficiency to be .8 for the packet mode of operation. 

Two metric are defined to aid the system planning efforts in the subsequent sections: 

1. R1 = resource requirement ratio as defined above

2. R2 = spectrum efficiency improvement 

In the following sub-section we generalize the excessive interference treatment to derive values that pertain to both uplink and downlink unidirectional traffic as well as interactive type traffic. In case of simple messaging, the results will be much more dramatic in favor of using packet mode rather than circuit mode. In the table next page, we have tabulated R1 values for various cases and sets of assumptions. As can be seen the R1 ratio varies between 5-40. 

	Case
	Channel set up time in ms
	Total number of packets in a packet call 
	Average Inter-packet arrival time within a packet call 
	Tinactivity = Inactivity timer 
	Channel release time 


	Total channel idle time 


	Average packet length in byte

@ source
	Total file size in  a packet call 
	No of 384 kbps circuits
	GoS

Blocking Probability/

Waiting Time Delay in ms
	R1

	1
	150 ms
	15 


	50 ms
	500 ms
	100 ms
	1.5 s
	200
	3 kbytes
	4
	20%/ 400 ms
	27

	2
	150 ms
	15
	50 ms
	500 ms
	100 ms
	1.5 s
	200
	3 kbytes
	4
	10%/100 ms
	40

	3
	150 ms
	15 


	10 ms
	500 ms
	100 ms
	750 ms
	200
	3 kbytes
	4
	20%/ 400 ms
	14

	4
	150 ms
	15 


	10 ms
	500 ms
	100 ms
	750 ms
	200
	3 kbytes
	4
	10%/ 100 ms
	21

	5
	150 ms
	25 


	50 ms
	500 ms
	100 ms
	2. 0s
	400
	10 kbytes
	4
	20%/ 400 ms
	11

	6
	150 ms
	25 


	50 ms
	500 ms
	100 ms
	2.0 s
	400
	10 kbytes
	4
	10%/ 100 ms
	17

	7
	150 ms
	25 


	10 ms
	500 ms
	100 ms
	1. 0s
	400
	10 kbytes
	4
	20%/ 400 ms
	5

	8
	150 ms
	25 


	10 ms
	500 ms
	100 ms
	1.0 s
	400
	10 kbytes
	4
	10%/ 100 ms
	7.5


Note that the channel idle time is the sum of channel set up time, total inter-packet gap times and the channel release time.

This example shows that using circuit switching at high data rate is simply not feasible since it leads to extremely low channel and spectrum utilization. This limits the peak rates using circuit modes to much lower data rates than 384 kbps. 

As another example, we examine the resource utilization ratio with the following assumptions: 

1. 60 kbps channel rate 

2. 138 byte packets 

3. 15 packets in a packet call

4. 50 ms packet inter-arrival time

5. coding rate to be ½.

6. 40 ms= packet length.

7. Six circuits, GoS of 10% blocking and 100 ms delay

In this case, the resource utilization ratio will be R1 = 6. This means that 1 CPCH card operating at the same rate can transfer the same amount of data as 6 Dedicated Channel cards. On top of this, as the data traffic grows, the usage of DCH will still be limited to low data rates due to the factors discussed above. In this case, if it was required to support 6 times more traffic, then the single CPCH channel can be configured to operate at 384 kbps whereas the operator will have to add DCH cards by a factor of 3 [there is a factor of 2 gain due to trunking efficiency]. This means that the resource requirement ratio will be 18 in this case. As the operator is forced to move to lower data rates in circuit mode of operation, the system will suffer from excessive interference from the control channels. Another scenario is allocating a single circuit to data operating at 60 kbps. In this case, the trunking efficiency will be .11 for blocking probability of 10% & 1.1 sec waiting time delay, which is excessive. In this case, the resource utilization ratio will be 30. Which means that a single CPCH channel can support 30 times more users with better grade of service as compared to a single DCH channel operating at the same rate. 

In [4] we show the spectrum efficiency improvement factor to be 1.25 in the uplink direction and 1.12 in the downlink direction for unidirectional uplink traffic and for a typical case when packet mode of operation is used. These improvement factors are for high data rates. In the following sub-section, a generalized treatment of the spectrum efficiency issue is introduced where the overall negative excessive interference impact of transferring non-real-time data traffic over the dedicated channel is formulated. 

4.2 Spectrum efficiency improvement ratio (CPCH versus DCH)

Let’s define the following terms to aid derivation of uplink and downlink excessive interference formulas for the circuit switching services:

Fc = DPCCH data rate (Fcu =uplink, Fcd = downlink)

Fb = DPDCH data rate

L =average packet length in bytes

( int = packet inter-arrival time

CR = Coding Rate

( L =8L/(CRxFb) = Packet transmission time 

N = number of packets in a packet call

( = excessive interference factor due to set up time, release time and channel inactivity timer not including the channel idle time between packets in a packet call

The number of simultaneous packet calls can be derived as follows:

N pkt-calls = Number of simultaneous uplink packet calls = Uplink Capacity / Average uplink bit rate

Average bit rate = Fc x t1 + Fb x t2

t1 = fraction of channel idle time = ( int  / {( L + ( int)

t2 = fraction of channel active time = ( L  / {( L + ( int)

( = 1+ (Fc/Fu) x {N x ( L + T set-up + T release + T inactivity-timer} / N x ( L 

For asymmetric uplink packet transfer, we will have the following excessive interferences: 

%(1 UL = 100 x ( x ( intx Fcu / { ( intFcu + ( L Fb}

%(1 DL = 100 x (Cul/Cdl) (( int+ ( L )xFcd / { ( intFcu + ( L Fb}

For asymmetric downlink packet transfer, we can follow a similar logic and derive the following downlink excessive interferences: 

%(2 DL = 100 x ( x ( intx Fcd / { ( intFcd + ( L Fb}

%(2 UL = 100 x (Cdl/Cul) (( int+ ( L ) x Fcu / { ( intFcd + ( L Fb}

Note that for Asymmetric services, the excessive uplink and downlink interferences are additive. For interactive type services, the same assumption is true since it is safe to assume that the uplink and downlink transfers occur at disjoint instances. 

For illustrative purposes, we invoke the following assumption to derive some typical numbers in terms of excessive uplink and downlink interferences. The assumption regarding the set up time, release time and the inactivity timer are the same as the examples in section 4.1. 

Example 1: Unidirectional Uplink/Downlink

Fc = DPCCH data rate (Fcu =uplink, Fcd = downlink): Fcu = 16 kbps, Fcd = 8 kbps

Fb = DPDCH data rate = 60 kbps

L =average packet length in bytes = 100 bytes 

( int = packet inter-arrival time = 50 ms

CR = 1/2

( L =8L/(CRxFb) = Packet transmission time = 30 ms 

N = number of packets in a packet call = 15

(u = 1.7

(d = 1.35

%(1 UL = 100 x (u x ( intx Fcu / { ( intFcu + ( L Fb} = 51.9%

%(1 DL = 100 x (Cul/Cdl) (( int+ ( L )xFcd / { ( intFcu + ( L Fb} = 24.6% (uplink capacity = downlink capacity)

%(2 DL = 100 x (d x ( intx Fcd / { ( intFcd + ( L Fb} = 24.5%

%(2 UL = 100 x (Cdl/Cul) (( int+ ( L ) x Fcu / { ( intFcd + ( L Fb} = 58%

Example 2: Unidirectional Uplink/Downlink

Fc = DPCCH data rate (Fcu =uplink, Fcd = downlink): Fcu = 16 kbps, Fcd = 8 kbps

Fb = DPDCH data rate = 60 kbps

L =average packet length in bytes = 100 bytes 

( int = packet inter-arrival time = 10 ms

CR = 1/2

( L =8L/(CR x Fb) = Packet transmission time = 30 ms 

N = number of packets in a packet call = 15

(u = 1.7

(d = 1.35

%(1 UL = 100 x (u x ( intx Fcu / { ( intFcu + ( L Fb} = 10.4%

%(1 DL = 100 x (Cul/Cdl) (( int+ ( L )xFcd / { ( intFcu + ( L Fb} =  12.3%

%(2 DL = 100 x (d x ( intx Fcd / { ( intFcd + ( L Fb} = 5.7%

%(2 UL = 100 x (Cdl/Cul) (( int+ ( L ) x Fcu / { ( intFcd + ( L Fb} = 33.6%

Example 3: Unidirectional Uplink/Downlink

Fc = DPCCH data rate (Fcu =uplink, Fcd = downlink): Fcu = 16 kbps, Fcd = 8 kbps

Fb = DPDCH data rate = 60 kbps

L =average packet length in bytes = 200 bytes 

( int = packet inter-arrival time = 50 ms

CR = 1/2

( L =8L/(CRxFb) = Packet transmission time = 15 ms 

N = number of packets in a packet call = 25

(u = 1.75

(d = 1.4

%(1 UL = 100 x (u x ( intx Fcu / { ( intFcu + ( L Fb} = 82.5%

%(1 DL = 100 x (Cul/Cdl) (( int+ ( L )xFcd / { ( intFcu + ( L Fb} = 30.6% 

%(2 DL = 100 x (d x ( intx Fcd / { ( intFcd + ( L Fb} = 42.9%

%(2 UL = 100 x (Cdl/Cul) (( int+ ( L ) x Fcu / { ( intFcd + ( L Fb}= 80%

Example 4: Unidirectional Uplink/Downlink

Fc = DPCCH data rate (Fcu =uplink, Fcd = downlink): Fcu = 16 kbps, Fcd = 8 kbps

Fb = DPDCH data rate = 60 kbps (Channel rate)

L =average packet length in bytes = 200 bytes 

( int = packet inter-arrival time = 10 ms

CR = 1/2

( L =8L/(CRxFb) = Packet transmission time = 15 ms 

N = number of packets in a packet call = 25

(u = 1.75

(d = 1.4

%(1 UL = 100 x (u x ( intx Fcu / { ( intFcu + ( L Fb} = 26.3%

%(1 DL = 100 x (Cul/Cdl) (( int+ ( L )xFcd / { ( intFcu + ( L Fb} = 18.9% 

%(2 DL = 100 x (d x ( intx Fcd / { ( intFcd + ( L Fb} = 11.45%

%(2 UL = 100 x (Cdl/Cul) (( int+ ( L ) x Fcu / { ( intFcd + ( L Fb} = 41%

	
	%(1 UL
	%(1 DL
	%(2 UL
	%(2 DL
	Total Uplink excessive interf

%( UL
	Total Downlink

Excessive

Interf.

%( DL

	Example 1
	51.9
	24.6
	58
	24.5
	109.9%
	49.1%

	Example 2
	10.4
	12.3
	33.6
	5.7
	44%
	18%

	Example 3
	82.5
	30.6
	80
	42.9
	162.5%
	73.5%

	Example 4
	26.3
	28.1
	41
	11.45
	67.3%
	39.6%


The total excessive interference can be converted into capacity loss as follows: 

Total interference per packet = S (own interference) + I (excessive Interference) = S + ( x S = S (1+()

So the capacity is reduced by a factor of (1+() = R2 where ( is the entry in the right two columns of the above table. 

In comparing CPCH and DCH in this sub-section, the main non-real time data applications in question were the clustered-internet-type packets, which arrive in a cluster and a packet train. The usage of DCH for simple messaging will be dramatically less efficient due to a significant increase in the ( factor. This will make the excessive interference factor much higher than the ones listed in the above table. For example, for a 300 bytes message (40 ms @ 60 kbps), the value for the ( factor will be 6 coupled with R1=30. A minimum factor of 6 in capacity is unacceptable. This is the motivation to compare CPCH with RACH since RACH could potentially used for simple messaging applications. 

4.3 RACH versus CPCH for the simple sporadic simple messaging case (spectrum and throughput efficiency comparison)
The main candidates for transfer of sporadic single messages for traditional data applications] are RACH and CPCH. In this subsection, we discuss the performance issues regarding the usage of two methods.  

The Common Packet Channel operates in Closed Loop Power Control as compared to the Random Access Channel, which operates in Open Loop Power Control in medium and high-speed environments. This leads to a two-fold capacity improvement of CPCH over RACH from the spectrum efficiency perspective in fast fading environment [5]. In [6], the performance of Open Loop Power Control and Closed Loop Power control is compared in various environments. The performance of RACH resembles a slow closed loop power control condition. Extensive link level simulations of CPCH and RACH have shown the following results:

•R=1/2 convolutional code, Fd =30 Hz, 

• Eb/N0 requirement for RACH @ 10 –3, 6 dB, 10 ms interleaving

• Eb/N0 requirement for CPCH @ 10 –3, 5 dB, 10 ms interleaving

• Eb/N0 requirement for CPCH @ 10 –3, 4 dB, 20 ms interleaving

• Eb/N0 requirement for CPCH @ 10 –3, 3 dB, 40 ms interleaving

• Use of Turbo code for CPCH will add more gain [not quantified] 

• CPCH Gain for 40 ms interleaving & 120 Hz @ 10 –3 is 2 dB 

• CPCH Gain for 40 ms interleaving & 5 Hz @ 10 –3 is 2.5 dB

This shows a solid 3 dB gain when 40 ms interleaving is employed for CPCH. Note that the preamble ramp up in both RACH and CPCH is modeled as closed loop power control operating at 400 bps. This is followed by closed loop power control operating at 1500 bps for CPCH and open loop power control for RACH. 

Incorporation of Collision Resolution and Status Broadcast scheme into CPCH provides a more intelligent Access Protocol and a two-fold throughput advantage over RACH, which is based on Slotted Aloha [36% throughput efficiency]. Assuming a capacity ratio advantage of 2 [fast fading environment] and throughput advantage of two, we can conclude that CPCH offers an overall four-fold efficiency as compared to RACH [throughput factor of 2 x 2 spectrum efficiency factor = 4]. 

Example 1: CPCH versus RACH 

Let’s assume that RNC has allocated 384 kbps for packet data, how many RACH/CPCH Base-band Modems are required to support this capacity? What would be the throughput in each case? 

Let’s assume, we are deploying 128 kbps channel cards for both cases. 

3 CPCH channels @ 128 kbps = 384 kbps x .8 = 307.2 kbps throughput

3 RACH channel @ 128 kbps = 384 kbps x .4 x (1/2) = 76.8 kbps throughput  

This means that 1 CPCH Base-band Modem operating at 384 kbps will provide throughput of 307.2 kbps whereas 3 RACH Base-band Modems operating at 128 kbps will only provide throughput of 76.8 kbps. The RACH interference will be equal to 384 kbps.

5. System Engineering and planning to support Data services in UMTS

The first step is to develop a traffic model with useful parameters to drive the systems engineering effort. The objective of systems engineering and planning is to determine the number of required channel cards and base station to support U million data subscribers in the W-CDMA FDD system. 

Traffic model

	Service
	BHCA
	Service %

S%
	Session Arrival
	Number of packet calls per session

NPCPS
	Number of packets per packet call

NPPPC
	Packet call inter-arrival

Time

PCIT
	Average Packet inter-arrival time 

PIT


	Number of Bytes per Packet NBPP
	Coding

Rate

CR
	Channel

TX rate
	( L
Transmission length

 

	Web  Downlink

HMM/MMM
	.12
	45%
	Poisson
	5
	25
	120 s
	.030 
	480
	1/3
	240 ksps
	 .048 s

	Web Uplink

HMM/MMM
	.12
	45%
	Poisson
	5
	25
	120 s
	.03 s
	90
	1/3
	60 ksps
	.036 s

	Email

HMM/MM
	.12
	25%
	Poisson
	1
	15
	-
	.03 s
	158
	1/3
	60 ksps
	.06 s

	FTP

HMM/MMM
	.12
	10%
	Poisson
	1
	525
	-
	.03 s
	338
	1/3
	120 ksps
	.068

	HIMM
	.12
	15%
	Poisson
	114
	1
	1 s
	0.00
	480
	1/3
	120 ksps
	.081


Given the above information, we can determine how much data traffic will be generated by U million subscribers. First we have to generate the average bit rate per subscriber as follows:

B (average data rate per user)  = NSPC x { BHCA x NPPPC x NBPP x 8 x (1/CR) }/ {PCITweb x NPCPS + (PIT + ( L) x NPPPC x NPCPS} 

	Service
	Service %

S%
	Number of  Sessions

Per Connection

NSPC
	Average Data Rate per service (B) in bps
	U service

In millions

	Web  Downlink

HMM/MMM
	45%
	3
	849
	50

	Web Uplink

HMM/MMM
	45%
	3
	162
	50

	Email

HMM/MM
	25%
	10
	113.5
	25

	FTP

HMM/MMM
	10%
	2
	908
	10

	HIMM
	15%
	3
	775
	15


Average bit rate in each direction are as follows:

B DL = B web (DL) x Sweb % + B mail x Smail% +  B FTP x S FTP + B HIMM x S HIMM = 617.7

B UL = B web (UL) x Sweb % + B mail x Smail% +  B FTP x S FTP + B HIMM x S HIMM = 307.7

Given ( = downlink/uplink capacity ratio where:

C d = ( x C u
And given ( = B DL / B UL , we can dimension the non-real time MM services and Symmetric Real time services as follows: 

Average uplink bit rate x C u = F1 + F2 (F1 refers to the real time symmetric and F2 refers to non-real time MM)

Average downlink bit rate x C d = F1 + ( x F2 

We can derive the following relationship from the above two formulas: 

F1 (( -1) = F2 ((-( )

Given Cu and Cd, F1 and F2 can be found from the above formulas. Cu and Cd can be found using the following two formulas: 

C d = S x PG/ { (f spill + ( orth)x SNR req-DL}

C U = S x PG/ { (f spill + 1)x SNR req-UL}

Where S is the number of Sectors per Base Station. The sectorization loss factor can be added to further refine the above formulas. 

Given F2 which are the maximum capacity per Base Station for non-real time data services, and the overall data traffic capacity requirements: 

(u = U x B UL 

(d = U x B DL 

The required number of Base Stations per system is as follows: 

N BS-cpch  = (u / F2  = (d / F2

N BS-Dch  = (1+() x  (u / F2 

The required number of modem cards per Base Station can be found as follows: 

N cpch modems /cell = F2 / (F protocol inefficiency  x Data-Rate max-ul)

N fach modems /cell = ( x F2 / (CLPC  inefficiency  x Data-Rate max-dl)

N dch  modems/cell = = F2 / {((F circuit-mode (channel inactivity inefficiency) x F circuit mode (trunking inefficiency)  x Data Rate avg-ul)}

Where Data-Rate avg is the average channel rate per modem card.

The computation algorithm should follow the following steps: 

1. Compute maximum downlink and uplink capacities

2. Initialize ( = Cd/Cu 

3. Compute the spectrum efficiency factor based on the traffic model (R2)

4. Compute the overall uplink and downlink data traffic requirements

5. Compute F1 and F2 per Base Node

6. Compute the trunking inefficiency factor based on F2, the service mixture and their respective bit rate requirements

7. Compute R1 based on trunking inefficiency and channel idle times. 

8. Compute the number of Base Nodes and Modems (DCH and CPCH)

Conclusion

The treatment in this paper lays the ground work for developing a Wireless Internet System planning tool to be used for UMTS W-CDMA system operating in FDD mode. The gains associated with deployment of CPCH are traffic model dependent. However, early results show that the improvement over usage of dedicated channels can be as great as a factor of 40 in the resource utilization sense. More importantly, the examples in this paper showed a gain factor of (1.4-2.6 in UL, 1.20 –1.8 in DL) in data capacity when CPCH is utilized instead of DCH. 
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