[bookmark: OLE_LINK3]3GPP TSG RAN WG1 # 117		R1-2405031
Fukuoka City, Fukuoka, Japan, May 20th – 24th, 2024

Source:	NTT DOCOMO, INC.
Title:	Discussion on AI/ML for positioning accuracy enhancement 
Agenda Item:	9.1.2
Document for: 	Discussion/Decision

Introduction
At the RAN#102-e meeting, a new WID [1] on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved. This WID captures the objective regarding the use case of positioning accuracy enhancements as following.
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



[bookmark: _Hlk99710673]In this contribution, the specification impacts on AI/ML for positioning accuracy enhancements are discussed based on each typical case.

[bookmark: DocumentFor]Discussion
The potential specification impacts of positioning accuracy enhancements are considered from the perspectives of functionality/model identification, data collection, model inference, and performance monitoring.

Data collection 
Data collection for AI/ML based positioning is considered from following perspectives.
For measurement and assistance information (i.e., quality indicator and time stamp) of data collection, the measurements and reports of the information are managed by LMF in the existing positioning method, and LMF may trigger corresponding measurement and/or report procedures for UE or gNB side functionalities. For case 2b and case 3b, LMF initiates reporting of measurements and assistance information from UE and gNB. 
Regarding measurement and label generation entity, following agreement and working assumptions were made in RAN1#116bis meeting [2]. 
	Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.


For measurement generation, channel measurement and its related data are generated by UE side (i.e., PRU and/or non-PRU UE) for case 1, 2a, and 2b. For label generation, we think non-PRU UE can also generate the label and its related data for case 3b. LMF sends request to non-PRU UE, and only non-PRU UE with estimated location which can ensure the positioning accuracy (by e.g., legacy positioning error) responds the request. Location of non-PRU UE is estimated by GNSS-based positioning or legacy RAT-based positioning.
For RS configuration, enhancements on top of existing RS configuration may not be needed. For case 1 and case 2a, UE may send a request to NW for the corresponding RS configuration, or NW may send configurations to UE. For case 2b, NW sends configurations to UE for measurement. For case 3a and case 3b, NW sends configurations to UE for SRS transmissions. RS configuration is also related to consistency on RS between training and inference, which can be associated with associated ID. For each case, RS configurations may include/associate with an associated ID to implicitly indicate the NW side additional conditions.
Proposal 1: For data collection of case 2b and 3b, the measurement report and related assistance information for AI/ML based positioning is determined by LMF,
· For case 2b and case 3b, for data collection of training, inference and performance monitoring, LMF initiates corresponding measurement reporting at UE and gNB respectively.
Proposal 2: Regarding measurement and label generation entity of each case, confirm the working assumption made in RAN1 #116bis meeting with following update:
Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Proposal 3: Regarding RS configurations of data collection for each case,
· For case 1/2a, UE may send requests to NW for corresponding RS configurations, or NW may send configurations to UE.
· For case 2b, NW sends configurations to UE for measurements.
· For case3a/3b, NW sends configurations to UE for SRS transmissions.
· RS configurations may include/associate with an associated ID to implicitly indicate the NW side additional conditions.

Model inference
Sample-based measurement vs. path-based measurement
Regarding model inference for AI/ML based positioning, following agreement was made in RAN1#116 meeting [3].
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.


For the sample-based and phased-based time domain channel measurements, path-based measurements can provide better compatibility and require smaller specification effort. Moreover, path-based measurements can result in smaller signaling overhead. However, in legacy positioning framework, UE may report time difference of additional paths relative to the reference path and its quality and RSRP if detected, and how many/which additional paths are detected is up to UE implementation, i.e., there is no common understanding between UE and NW side on the detailed information for each additional path. Then, it was mentioned in RAN1#116bis that the impact of ambiguity of path-based measurement should be studied, where the ambiguity is defined as inconsistency between measurement reported during training (data collection) and reported during inference. Therefore, if path-based measurement is supported, enhancements to resolve the inconsistency between measurement of training and inference need to be further studied. 
One the other hand, sample-based measurements can include more information by reporting of measurement results for per sampling point, thus resulting in higher positioning accuracy. The measurement per sampling point can include channel response information for one or multiple paths, e.g. with {delay, amplitude, phase} for per path. For existing measurements by path-based reporting in legacy, enhancements to support sample-based reporting can be further studied. Regarding the concern on signaling overhead for sample-based measurements, report format design for overhead reduction can be considered from perspectives including quantization of the reporting, maximum number of samples in one reporting, reported number of paths for a sample, etc. 
Proposal 4:
For Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support either one of the following
· Path-based measurement
· Further study enhancements to resolve the inconsistency for existing measurement between measurement of training and inference.
· Sample-based measurement
· Study sample-based measurements for channel response information, 
· E.g., study quantization of {delay, amplitude, phase} reporting
· Study enhancements of sample-based report for existing measurements.
· Study reporting format for sample-based measurements considering overhead reduction, at least including following aspects: 
· maximum number of samples in one reporting 
· reported number of paths for a sample

Measurement of phase information
Regarding model inference for AI/ML based positioning, following agreement was made in RAN1#116 meeting. 
	Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


Higher positioning accuracy can be achieved by phase information measurement. Therefore, phase information can be supported in addition to timing information and power information. The phase information in legacy NR positioning (e.g., DL RSCPD, DL RSCP, UL RSCP, etc.) can be used as a baseline. Moreover, to address the concern on signaling overhead, the report format design for signaling overhead reduction can be studied, e.g., truncated report. 
Different types of time domain channel measurements can be applied to meet different requirements for different cases. For example, timing information, power information, and phase information can be applied as the model inference input for very high positioning accuracy use cases, while timing information can be applied as the model inference input for use cases with relaxed positioning accuracy requirements. 
Proposal 5: For direct AI/ML positioning, in addition to timing information and power information, phase information report is considered for determining model input.
· Rel-18 measurements (e.g., DL RSCPD, DL RSCP, UL RSCP) are considered as a baseline for phase information report.
Measurement report for AI/ML assisted positioning
For AI/ML assisted positioning (case 2a and 3a), regarding model inference output information, the benefit of applying new measurement (e.g., soft information) is not clear. Unless there is a strong justification, introducing new information for inference output is not supported.
For AI/ML assisted positioning (case 2a and 3a), it was discussed whether to indicate a reported timing measurement is generated by an AI/ML model or not. In our understanding, LMF is able to know the information via LCM procedure. We assume that current discussion of AI/ML based positioning is based on the LCM procedure. Therefore, such indication is not necessary. 
Proposal 6: For AI/ML assisted positioning (i.e., Case 2a and 3a), the necessity to indicate whether the intermediate measurement is generated by an AI/ML model or not needs further justification.

Consistency between training and inference
Regarding consistency between training and inference for Rel-19 AI/ML based positioning, it is more practical for UE to report the supported functionality/model with applicable PRS configuration information and apply the functionality/model with that PRS configuration, i.e., consistency of PRS should be considered to ensure consistency between training and inference. If consistency of PRS is indicated/configured, it facilitates the consistency check between training and inference. To ensure consistency between training and inference, as well as to guarantee the consistency of PRS, the NW side additional conditions can be implicitly indicated with e.g., an associated ID. With the associated ID, it is not necessary to specify detailed additional conditions. The associated ID can be configured within/ together with PRS related configuration (e.g., NR-DL-PRS-ResourceSet). In addition, validity area can be configured/indicated, where PRS can be assumed to be consistent within a validity area. 
UE reports its capability to ensure the consistency based on following steps:
Step1: UE reports general positioning capability.
Step2: UE receives the message including associated ID and RS related configuration (e.g., PRS, validity area), and the request of reporting positioning capability/requirement corresponding to positioning related configuration.
Step3: UE reports the positioning capability/requirement associated with associated ID corresponding to related configuration.
Proposal 7: For AI/ML based positioning, to ensure consistency between training and inference, as well as to guarantee the consistency of PRS, following impacts can be considered:
· An associated ID can be configured within/ together with PRS related configuration
· Validity area is configured/indicated, where PRS can be assumed to be consistent within a validity area

Performance monitoring
The performance monitoring for AI/ML based positioning consists of the following steps,
· The information required for the performance metric calculation may (or may not) be transmitted to other entities calculating that metric.
· Performance metrics are calculated by the entity. After obtaining the performance metrics, the performance metrics may (or may not) be evaluated, e.g., by comparison with certain thresholds.
· The performance metrics or the comparison information may (or may not) be reported to the entity which makes decision of upcoming operation.
· The decision of upcoming operation may (or may not) be indicated.
According to Rel-18 study, regarding the entity deriving performance metric, UE is considered for case 1, UE and LMF are considered for case 2a, LMF is considered for case 2b and 3b, and gNB and LMF are considered for case 3a. 

Data collection for performance monitoring
Regarding data collection of performance monitoring for AI/ML based positioning, following agreements were made in RAN1#116 meeting：
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.


For performance monitoring method, label-based and label-free performance monitoring can be considered. For each use case, considering the identified monitoring entity(-ies), no specification impact is observed for label-free performance metrics calculation. 
For label-based performance monitoring, for case 2b and 3b, LMF performs monitoring metric calculation with no specification impact. For case 2a, LMF may request UE to report the inference output information (e.g., LOS/NLOS indicator, DL RSTD, UE Rx-Tx time difference) if LMF performs the performance metric calculation. If UE performs the performance metric calculation, UE reports the comparison results (e.g., calculated performance metric, etc.) to LMF, besides, the information of ground truth label (i.e., corresponds to the output intermediate values) and/or positioning assistance data for UE is generated by LMF and provided to UE.
Proposal 8: For model performance monitoring of AI/ML positioning Case 2a, for metric calculation of label-based model performance monitoring, following is considered:
· LMF performs monitoring metric calculation
· LMF may request UE to report the inference output results (e.g., LOS/NLOS indicator, DL RSTD, UE Rx-Tx time difference) to LMF
· UE performs monitoring metric calculation
· Information of ground truth label (i.e., corresponds to the output intermediate values) and/or positioning assistance data for UE is generated by LMF and provided to UE.
· The comparison results (e.g., calculated performance metric, etc.) of UE side may be reported to LMF.

Decision making of performance monitoring
After the performance metric calculation, possible UE-network interaction for performance monitoring decision should be considered. For example, reporting calculated metric to decision making entity and/or signaling of the decision to the entity of the model may be needed.
As the positioning method is determined by LMF in the current framework, at least LMF should be considered as the entity to make decisions for upcoming operations (e.g., activation/ deactivation/ switching/ selection/ fallback operation, etc.) at the functionality or model scale. For case 2b and case 3b, since the performance metric calculation is at LMF side, reporting of the calculated performance metric, e.g., whether the performance metrics satisfy the requirement, is not needed. Moreover, since the model operation for the corresponding functionality is at LMF side, signaling of decision is not needed either. For case 3a, the monitoring metric is calculated on gNB side. When the decision is made by LMF, the calculated performance metric should be reported to LMF by gNB and the decision can be indicated to gNB by LMF. For case 1 and 2a, the monitoring metric is calculated at UE side, when the decision is made by LMF, the calculated performance metric should be reported to LMF by UE. Meanwhile, LMF needs to indicate the decision to the UE side models/functionalities. 
Proposal 9: For performance monitoring of AI/ML based positioning, at least support LMF as the entity which makes decision of upcoming operations (e.g., functionality activation/deactivation/update/switching, fallback operation). 
· For case 1/2a and case 3a, the inference output information or the calculated performance metric should be reported to LMF by UE and gNB respectively.
Proposal 10: Regarding decision making of the performance monitoring for AI/ML based positioning, for case 1 and 2a, NW indicates UE to trigger corresponding procedures (e.g., activation/deactivation, switching, update, fallback). 

Moreover, as NW is expected to make decisions for the upcoming functionality operation based on performance monitoring, it is beneficial for NW to determine the performance metric for monitoring. Hence, for UE side AI/ML models/functionalities, i.e., case 1 and 2a, if monitoring entity is UE, performance metric calculation at UE side should follow the indication from the NW via high layer parameters (e.g., LPP or RRC) for case 1 and 2a. The indication should include at least essential information for performance monitoring, e.g., model ID/functionality information, performance metrics/threshold, etc. 
Proposal 11: For case 1 and 2a, when monitoring entity is UE, UE calculates monitoring metric following NW indication.
· The indication includes at least model ID/functionality information, performance metrics/threshold.

Conclusion
In this contribution, we discussed the potential specification impacts on AI/ML for positioning accuracy enhancement. Based on the discussion we made the following proposals.
Proposal 1: For data collection of case 2b and 3b, the measurement report and related assistance information for AI/ML based positioning is determined by LMF,
· For case 2b and case 3b, for data collection of training, inference and performance monitoring, LMF initiates corresponding measurement reporting at UE and gNB respectively.
Proposal 2: Regarding measurement and label generation entity of each case, confirm the working assumption made in RAN1 #116bis meeting with following update:
Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Proposal 3: Regarding RS configurations of data collection for each case,
· For case 1/2a, UE may send requests to NW for corresponding RS configurations, or NW may send configurations to UE.
· For case 2b, NW sends configurations to UE for measurements.
· For case3a/3b, NW sends configurations to UE for SRS transmissions.
RS configurations may include/associate with an associated ID to implicitly indicate the NW side additional conditions.
Proposal 4:
For Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support either one of the following
· Path-based measurement
· Further study enhancements to resolve the inconsistency for existing measurement between measurement of training and inference.
· Sample-based measurement
· Study sample-based measurements for channel response information, 
· E.g., study quantization of {delay, amplitude and phase} reporting
· Study enhancements of sample-based report for existing measurements.
· Study reporting format for sample-based measurements considering overhead reduction, at least including following aspects: 
· maximum number of samples in one reporting 
· reported number of paths for a sample
Proposal 5: For direct AI/ML positioning, in addition to timing information and power information, phase information report is considered for determining model input.
· Rel-18 measurements (e.g., DL RSCPD, DL RSCP, UL RSCP) are considered as baseline for phase information report.
Proposal 6: For AI/ML assisted positioning (i.e., Case 2a and 3a), the necessity to indicate whether the intermediate measurement is generated by an AI/ML model or not needs further justification.
Proposal 7: For AI/ML based positioning, to ensure consistency between training and inference, as well as to guarantee the consistency of PRS, following impacts can be considered:
· An associated ID can be configured within/ together with PRS related configuration
· Validity area is configured/indicated, where PRS can be assumed to be consistent within a validity area
Proposal 8: For model performance monitoring of AI/ML positioning Case 2a, for metric calculation of label-based model performance monitoring, following is considered:
· LMF performs monitoring metric calculation
· LMF may request UE to report the inference output results (e.g., UE location, LOS/NLOS indicator, DL RSTD, UE Rx-Tx time difference) to LMF
· UE performs monitoring metric calculation
· Information of ground truth label (i.e., corresponds to the output intermediate values) and/or positioning assistance data for UE is generated by LMF and provided to UE.
· The comparison results (e.g., calculated performance metric, etc.) of UE side may be reported to LMF
Proposal 9: For performance monitoring of AI/ML based positioning, at least support LMF as the entity which makes decision of upcoming operations (e.g., functionality activation/deactivation/update/switching, fallback operation). 
· For case 1/2a and case 3a, the inference output information or the calculated performance metric should be reported to LMF by UE and gNB respectively.
Proposal 10: Regarding decision making of the performance monitoring for AI/ML based positioning, for case 1 and 2a, NW indicates UE to trigger corresponding procedures (e.g., activation/deactivation, switching, update, fallback). 
Proposal 11: For case 1 and 2a, when monitoring entity is UE, UE calculates monitoring metric following NW indication.
· The indication includes at least model ID/functionality information, performance metrics/threshold.
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