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Introduction
A work item on “Artificial Intelligence (AI) and Machine Learning (ML) for NR air interface” has been approved for Rel.19 [1]. One of objectives is to further study the following framework aspects.
· Necessity and details of model identification concept and procedure in the context of LCM [RAN2/RAN1]
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection.
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 Section 7.2.1.3.2) study along with the implications and limitations of each of the methods.
· Model transfer/delivery [RAN2/RAN1]
· Determine whether there is a need to consider standardized solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study.
This document provides our view on the above objectives.
Discussion
Model identification type B
Related to model identification type B, following aspects to be studied were agreed in RAN1#116. 
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded



Relation among MI-Option 1, 2, and 3 can be illustrated as figure 1. MI-Option 1 uses the environment of data set for the training as the model identification. MI-Option 2 uses the data set for the training as the model identification. MI-Option 3 uses the model parameter/structure itself as the model identification. MI-Option 1 and 2 can be said as logical model identification and MI-Option 3 can be said as physical model identification. 




Figure 1: Relation among MI-Option 1, 2 and 3

MI-Option 1: the environment of data set for the training
In MI-Option 1, within the same environment, the data sets can be different among how and who collects the data. Based on the different data sets, the actual AI/ML model itself also can be different on the parameter and structure. Therefore, inference device specific optimization is possible.
At the training, the conditions and additional conditions are used to define the environment of data set for the training. Therefore, at the inference, the condition and additional conditions need to be explicitly aligned for the consistency. 
When the training and inference entities are same, i.e. both are UE side, 
- To have the same UE side additional condition is realized by UE side responsibility
- To have the same NW side additional condition may require explicit NW side additional condition indication as the associated ID(s).
The case that training and inference entity are different is not supported in this MI-Option 1 as model transfer is not included in this option. For one-sided model, the training and the inference are UE-side. For two-sided model of joint training at UE and NW side simultaneously and separate training at UE and NW side, the training and the inference are operated respectively for each UE and NW.
MI-Option 2: the data set for the training
In MI-Option 2, within the same data set, the actual AI/ML model can be different on the parameter and structure. Therefore, inference device specific optimization is possible.
At the training, the conditions and additional conditions are prerequisite to obtain these data set. At the inference, the condition and additional conditions to obtains these training data sets need to be prepared. 
When the training and inference entities are same, i.e. both are UE side, 
- To have the same UE side additional condition may require standardizing UE side additional condition as the additional condition to obtain these data sets needs to be aligned at the inference. The data set for the training may be obtained by "reference UE". 
- To have the same NW side additional condition may require standardizing NW side additional condition as the additional condition to obtain these data sets needs to be aligned at the inference.
The case that training and inference entity are different is not supported in this MI-Option 2 as model transfer is not included in this option. For one-sided model, the training and the inference are at UE-side. For two-sided model of joint training at UE and NW side simultaneously and separate training at UE and NW side, the training and the inference are operated respectively for each UE and NW.

MI-Option 3: AI/ML model parameter/structure
In MI-Option 3, one approach is the parameter and structure are required to be implemented as transferred exactly in order to generate bit-exactly model transfer. In this case, device specific optimization is not possible. The other approach is, based on the transferred parameters and structure, compilation before UE inference is allowed. This does not generate bit-exact output but, similar to high level language to executable code, sufficient level of equal output would be generated. In this case, certain level of device specific optimization is possible. One way of compilation before UE inference is dynamic compilation within UE. The other way of compilation before UE inference is offline compilation. If inter-operability test is carried out via offline similar to non-AI/ML operation, the offline compilation would be sufficient. If inter-operability test is also dynamically carried out, online dynamic compilation may be useful although the feasibility needs to be checked. 
At the training, the condition and additional conditions are prerequisite to obtain the data set for the training of these parameters and structures. At the inference, the condition and additional conditions to obtains these training data sets need to be prepared. The actual training data sets for the training are not required for the inference.
The case that the training and inference entities are same, i.e. both are UE side, is not supported in this MI-Option 3 as model transfer is used in this option. For one-sided model, model is trained at NW and inference is at UE-side. For two-sided model of joint training at UE or NW side, the trained model is transferred to the other entity. When the case that training and inference entity are different, 
- To have the same UE side additional condition may require standardizing UE side additional condition. 
- To have the same NW side additional condition is realized by NW side responsibility.

Above comparisons are summarized in following table 1.
Table 1: Comparison among MI-Option 1, 2 and 3
	
	MI-Option 1
	MI-Option 2
	MI-Option 3

	Identified environment for the data set for the training
	1
	many
	many

	Identified data set for the training
	-
	1
	many

	Identified actual AI/ML model
	-
	-
	1
Note: if compilation is allowed, it can be many.

	The case that the training and inference entities are UE side
	Supported
	Supported
	Not supported

	The case that the NW side training and UE side inference
	Not supported
	Not supported
	Supported

	Inference device specific optimization
	Possible
	Possible
	Not possible for bit exact model.
Certain level is possible for compilation case

	To ensure the consistency of condition between inference and training
	NW side responsibility
	NW side responsibility
	NW side responsibility

	To ensure the consistency of UE side additional condition between inference and training
	UE side responsibility
	Standardization may be required
	Standardization may be required

	To ensure the consistency of NW side additional condition between inference and training
	Explicit NW side additional condition may be required
	Standardization may be required
	NW side responsibility



Based on the above discussion, observations are following. 
Observation 1: MI-Option 1 is the model is identified by the environment of data set for the training. MI-Option 2 is the model is identified by the data set for the training. MI-Option 3 is the model is identified by actual the model parameters and structure.
Observation 2: MI-Option 3 has two variations. One is bit exact model to be transferred and the other is the case compilation is allowed. The second case is more UE implementation friendly for the inference, but it does not ensure the same output.
Observation 3: MI-Option 1 and 2 allows multiple of physical AI/ML models.
Observation 4: MI-Option 1 and 2 support the training and inference are both UE side. NW side training and UE side inference is not supported. 
Observation 5: MI-Option 3 support NW side training and UE side inference. Both training and inference are UE side is not supported.
Observation 6: To ensure the consistency of condition between inference and training is always up to NW side responsibility.
Observation 7: To ensure the consistency of UE side additional condition between inference and training is UE side responsibility in MI-Option 1. Standardization may be required in MI-Option 2 and 3.
Observation 8: To ensure the consistency of NW side additional condition between inference and training may require explicit NW side additional condition in MI-Option 1. Standardization may be required in MI-Option 2. NW side responsibility in MI-Option 3.

The analysis for each use cases is following.
Training is carried out by UE side:
Table 2: UE side training case
	
	MI-Option 1
	MI-Option 2
	MI-Option 3

	Beam management, 
Positioning, 
CSI prediction
	- Beam/power related additional information is indicated to UE side. Model ID is assigned with this. 
- UE side accumulates the data set (including the data from NW) and trains AI/ML models.

	- Using reference UEs, NW side accumulates datasets. NW side data may be also used.
- NW transfers the dataset to UE side. Model ID is assigned with this.
- UE side trains AI/ML models based on the obtained dataset.
- Inference at UE side.
	Invalid. 

	CSI compression
	- Type 1 UE side (Joint training at UE side) is same as one above one side model case.
- Type 3 (separate training). Regardless of UE first or NW first, UE side training phase is same as one above one side model case.
- Inference at both sides.
	- Type 1 UE side (Joint training at UE side) is same as one above one side model case.
- Type 3 (separate training). Regardless of UE first or NW first, UE side training phase is same as one above one side model case.
- Inference at both sides.
	Invalid. 



Training is carried out by NW side:
Table 3: NW side training case
	
	MI-Option 1
	MI-Option 2
	MI-Option 3

	Beam management, 
Positioning, 
CSI prediction
	- Invalid. 
	- Invalid. 
	- Using reference UEs, NW side accumulates datasets. NW side data may be also used.
- NW trains AI/ML models and the trained model is transferred to UE.
- Inference at UE side.

	CSI compression
	- Invalid. 
	- Invalid. 

- Note that for Type 3 UE first, dataset after UE-side training is transferred to the NW.

	- Type 1 NW side (Joint training at NW side) is same as one above one side model case.



Training is simultaneously carried out by UE and NW side:
Table 4: Both UE and NW side training case
	
	MI-Option 1
	MI-Option 2
	MI-Option 3

	CSI compression
	- Type 2 (joint training at both sides), beam/power related additional information is indicated to UE side. Model ID is assigned with this. Then both sides accumulate the dataset and trains AI/ML models.
- Inference at both sides.
	- Invalid. 

- Note: For the alignment of dataset between UE and NW, dataset itself may be exchanged. 
	- Invalid. 



Based on the above discussion, observations are following. 
Observation 9: One side model use case as Beam management, Positioning and CSI prediction can be same characteristics. 
Observation 10: Two sides model use case as CSI compression requires separate discussion, although some of operation are similar to one sided model.


AI-Example1 of MI-Option1
Following was agreed as one of example of MI-Option 1 in RAN1#116bis. Step D of " UE reports information of its AI/ML models corresponding to associated IDs to the NW" is the difference between functionality-based LCM and model-ID-based LCM.
	Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.




The above procedure can be illustrated as following figure 2. The green text is the required discussion points.


Figure 2: Procedure of AI-Example1 of MI-Option1

Our view on above points is described below.
On how collected data is transferred to UE side, one method is Uplane is used directly to UE side server. The other method is NW collects data and sent to UE side server. This is related to case y and case z1 difference. Over-the-top exchange with UE-side or NW-exchange with UE-side difference is more RAN2 expertise and to be concluded in RAN2. We don't see much difference from RAN1 side. Over-the-top exchange has the merit to reduce the standardization work but the cost for exchange the data is paid by the users. Not to have the data collection at busy traffic time as the network operation is also not possible as when u-plane traffic is exchanged is not under the control of RAN.
On where UE side stores the developed model like within NW or within UE side server and how developed model is transfer/delivered to UE, these are related to case y and case z1 difference on model storage location and it should be discussed in RAN2. We don't see much difference from RAN1 side. To store the model within NW allows to save the cash of the models in the NW and to reduce the latency of model transfer/delivery to UE. 
On more detail on “UE report information of its AI/ML models corresponding to associated IDs”, one way is to inform the model is available in "UE side". The other way is the model is available in "the UE". So available in the UE side does not mean the model is available within the UE but can be transfer/delivered to UE later. Which scheme is suitable is different depending on the use case of the AI/ML model as it depends on the AI/ML model size and number of AI/ML models. 
RAN2 agreed following. The proactive reporting method is required for the case the model is available in the UE side is only informed as UE capability. Then when the model is available in the UE by model transfer/delivery, proactive reporting is used as the availability within UE. The reactive reporting is used when the model is available in the UE is reported as UE capability. 
	1. Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message. 



Based on the above discussion, observations and proposals are following. 
Proposal 1: Before model development in UE side, UE needs to transfer the collected data. Whether over the top or through NW should be concluded in RAN2. No difference would be seen from RAN1 side.
Proposal 2: The store location of the developed model is within NW or outside of NW (i.e. case y and case z1) should be concluded in RAN2 as no difference would be seen from RAN1 side. 
Proposal 3: The information of its AI/ML models corresponding to associated IDs can be the model is available "within UE side" or available "within the UE". These can be discussed for use case specific with the consideration of the required latency and the number of models.

Comparison of cases
According to the past RAN1 discussion, case z2, z3 and z5 are deprioritized as shown below. As described in the previous section, case y and case z1 difference should be concluded in RAN2. Whether z4 or not depends on the training is NW side or not. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.



Based on the above, we propose to conclude as following. 
Proposal 4: Model delivery/transfer cases comparison should be concluded as the following in RAN1.
- If training is UE-side, model can be sufficient to use proprietary format. Storage location can be up to other WG discussion.
- If training is NW-side, model need to be open format and stored within 3gpp network.



Conclusion
In this contribution, we provide our view on the other aspects for AI/ML for air interface. We made following observations and proposals.
Observation 1: MI-Option 1 is the model is identified by the environment of data set for the training. MI-Option 2 is the model is identified by the data set for the training. MI-Option 3 is the model is identified by actual the model parameters and structure.
Observation 2: MI-Option 3 has two variations. One is bit exact model to be transferred and the other is the case compilation is allowed. The second case is more UE implementation friendly for the inference, but it does not ensure the same output.
Observation 3: MI-Option 1 and 2 allows multiple of physical AI/ML models.
Observation 4: MI-Option 1 and 2 support the training and inference are both UE side. NW side training and UE side inference is not supported. 
Observation 5: MI-Option 3 support NW side training and UE side inference. Both training and inference are UE side is not supported.
Observation 6: To ensure the consistency of condition between inference and training is always up to NW side responsibility.
Observation 7: To ensure the consistency of UE side additional condition between inference and training is UE side responsibility in MI-Option 1. Standardization may be required in MI-Option 2 and 3.
Observation 8: To ensure the consistency of NW side additional condition between inference and training may require explicit NW side additional condition in MI-Option 1. Standardization may be required in MI-Option 2. NW side responsibility in MI-Option 3.
Observation 9: One side model use case as Beam management, Positioning and CSI prediction can be same characteristics. 
Observation 10: Two sides model use case as CSI compression requires separate discussion, although some of operation are similar to one sided model.

Proposal 1: Before model development in UE side, UE needs to transfer the collected data. Whether over the top or through NW should be concluded in RAN2. No difference would be seen from RAN1 side.
Proposal 2: The store location of the developed model is within NW or outside of NW (i.e. case y and case z1) should be concluded in RAN2 as no difference would be seen from RAN1 side. 
Proposal 3: The information of its AI/ML models corresponding to associated IDs can be the model is available "within UE side" or available "within the UE". These can be discussed for use case specific with the consideration of the required latency and the number of models.
Proposal 4: Model delivery/transfer cases comparison should be concluded as the following in RAN1.
- If training is UE-side, model can be sufficient to use proprietary format. Storage location can be up to other WG discussion.
- If training is NW-side, model need to be open format and stored within 3gpp network.


Reference
[1]	RP-240774, “New WID on Artificial Intelligence (AI) / Machine Learning (ML) for NR Air Interface,”	Qualcomm (Moderator), RAN#103.

Past agreements

Agreements in RAN1#116b
Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network
Conclusion
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression
· Option 1: Fully standardized reference model (structure + parameters)
Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.


Agreements in RAN1#116
Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion
Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  
Conclusion
RAN1 has no consensus to reply the SA5 LS (R1-2400035)  
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