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1. Background
During RAN#102 meeting, a new study item on Ambient IoT (Internet of Things) in NR was approved for Rel-19 [1], which shall provide new IoT technology relying on ultra-low complexity devices with ultra-low power consumption for the very-low end IoT applications. 
One of the objectives that the study item focuses on is the evaluation assumptions for Ambient IoT, which is shown as follows,
	The following objectives are set, within the General Scope:
1. Evaluation assumptions
a) Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
b) Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
c) Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
d) Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.


The deployment scenarios, link level assumptions for coverage evaluation have been discussed in the last RAN1 meeting[2], this contribution further addresses the detailed evaluation assumptions of the Ambient IoT and provides preliminary results, including the followings
· Simulation assumptions, including 
· General assumptions, including deployment scenarios, topology and distributions
· Link level assumptions
· Link budget calculation assumptions
· Remaining design targets of TR 38.848 
· Initial evaluation result

2. Discussion
2.1. Scenarios prioritization 
In RAN1#116bis, consensus has been reached on scenarios D1T1-A1/A2/B/C and D2T2-A1/A2/B/C. Among these, priority cases are identified for further evaluation of coverage. 
For D1T1, 
· all scenarios except 'C' represent new developments in backscattering for monostatic and bistatic coverage. These are scenarios of interest for future research. 
For D2T2-A1, 
· the gNB must coordinate with multiple intermediate UEs for transmission and reception. Although this reduces the UE's self-interference cancellation capability requirements, the complex signaling exchange and control protocol could potentially introduce unnecessary deployment challenges.
For D2T2-A2, 
· some UE vendors have expressed difficulty in managing self-interference at the UE level. This may pose a challenge for implementation by UE vendors.
For D2T2-B, 
· CW outside topology by another intermediate node (e.g., UE or base station) can be used for AIoT devices. Hence the UE self-interference handling is not required. This eliminates the need for UE self-interference handling. It requires the gNB to control only one intermediate UE for receiving backscattered signals, presenting a more appealing and potentially easier to deploy scenario.
Proposal 1: Prioritize D1T1-A1/A2/B and D2T2-B for further coverage evaluation.
2.2. Assumptions for topology and distribution
The following is agreed in RAN1#116bis.
	RAN1#116bis Agreement
The following layout is used for evaluation purpose,
· FFS: CW distribution for D1T1-B and D2T2-B
	Parameter
	Assumptions for D1T1
	Assumptions for D2T2

	Scenario
	InF-DH
	InH-office
	InF-DL

	Hall size
	120x60 m
	120 x50 m
	300x150 m

	Room height
	10 m
	3m
	10 m

	Sectorization
	None

	BS deployment / Intermediate UE dropping
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
· L=120m x W=60m; D=20m
· BS height = 8 m 
[image: ]
	· L=120m x W=50m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping
	· L=300m x W=150m; 
· Intermediate UE height = 1.5 m 

FFS: Intermediate UE dropping

	Device distribution 
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations
	Device Height= 1.5m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations

	Device mobility (horizontal plane only)
	3 kph
	3 kph
	3 kph





Couple of remaining issues are required to be solved as follows,
· FFS: CW distribution for D1T1-B and D2T2-B
· FFS: Intermediate UE dropping for D2T2
· FFS: which devices are involved in the evaluations for D2T2
Intermediate UE dropping for D2T2
For InH-Office, the following alternatives can be considered,
Alt 1: uniformly distributed
· Intermediate UE drop uniformly distributed over the horizontal area
Alt 2: Intermediate UE drop like BS deployment
· 12 intermediate UEs on a square lattice with spacing D, located 15m from the walls.
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For InF-DL, the following alternatives can be considered,
Alt 1: uniformly distributed
· 18 Intermediate UE drop uniformly distributed over the horizontal area
Alt 2: Intermediate UE drop like BS deployment
· 18 intermediate UEs on a square lattice with spacing D, located D/2 from the walls.
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Which devices are involved in the evaluations for D2T2
Whether the intermediate UEs can cover all the devices like D1T1 is a key question to be addressed. Typically, intermediate UEs can be relocated to a more advantageous position closer to the devices slated for inventory. To be simple, an additional gain can be considered in compensate to the pathloss as UE placement gain. 
· all devices are considered to be connected to the nearest (minimum MPL) intermediate UE with X dB additional gain as the UE placement gain. FFS X value.
However, for coverage evaluation, no further discussion is needed for Intermediate UE dropping and which devices are involved in the evaluations for D2T2, it can be up to coexistence evaluation discussion which is carried in RAN4. 
CW distribution for D1T1-B and D2T2-B
For outside topology, CW placement impacts the coverage. For coverage evaluation, the following is agreed,
	[bookmark: _Hlk164499512]Agreement
For coverage evaluation purpose, 
· For scenarios ‘A1’ and ‘A2’,
· The Device Tx Power is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· The Device Tx Power is calculated by CW received power which can be derived by at least CW2D distance (m) value. 
· FFS: CW2D distance (m) value(s)


Hence, further discussions can be considered on the 'CW2D distance (m) value(s)' for coverage evaluation. However, for coexistence evaluation, further discussion can be considered in RAN4. 
Proposal 2: Further discussion for the follows,
· The 'CW2D distance (m) value(s)' for coverage evaluation in RAN1
· Intermediate UE dropping and which devices are involved in the evaluations for D2T2 for coexistence evaluation in RAN4
2.3. Remaining design targets
The following is tasked to RAN1 according to the objectives,
	· Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices


And the RAN design targets of user experienced data rate, maximum message size, moving speed of device, latency, connection/device density were also discussed in the RAN#103 meeting with the following proposal being endorsed.
	Proposal 5v2
· RAN design targets for user experienced data rate, maximum message size, and moving speed of device: those can be used as assumptions in coverage evaluations, i.e. the coverage evaluations are done under the conditions that meet those targets.
· Evaluations of RAN design targets for latency and connection/device density are allowed by the Rel-19 SID and observations on those evaluations can be captured in the TR38.769
· Note: this is as per the SID: “NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.”


Refine the definition of latency suitable for use in RAN WGs
Definition of the latency is refined as follows,
· For inventory use case: 
· The time interval between the time that the inventory request is sent from BS/intermediate UE and the time that the inventory report is successfully received at BS/intermediate UE.
· For command use case: 
· The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the commands successfully received at A-IoT device.
· FFS the components (e.g., processing time at BS and/or A-IoT device) to be included in the calculation of latency.
· Note: the latency definition is for a A-IoT device.

Proposal 3: Refine the definition of latency suitable for use in RAN WGs
· For inventory use case: 
· The time interval between the time that the inventory request is sent from BS/intermediate UE and the time that the inventory report is successfully received at BS/intermediate UE.
· For command use case: 
· The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the commands successfully received at A-IoT device.
· FFS the components (e.g., processing time at BS and/or A-IoT device) to be included in the calculation of latency.
· Note: the latency definition is for a A-IoT device.
2D distribution of devices
· The devices are uniformly distributed in the system as starting.
· For simplicity, system level simulation is not required. 
Proposal 4: For 2D distribution of devices
· The devices are uniformly distributed in the system as starting.
· For simplicity, system level simulation is not required. 
2.4. Inventory completion time
Furthermore, for evaluating multiple-devices scenario and its inventory latency, the inventory completion time is discussed during the post meeting email discussion. For the purpose of evaluation, it is suggested to perform a numerical analysis rather than a full system-level simulation to minimize the workload while still capturing as much of the practical performance as possible. 
Focusing on the evaluation of a single reader is crucial for a concentrated study of random access schemes. Evaluation of multiple readers is up to companies, which may help in mitigating inter-cell interference. However, in specific scenarios, such as in topology 1, the readers are under network control. Therefore, it is anticipated that the network will be able to coordinate with each other. 
For the number of devices, based on the topology (e.g., distance between readers) and device density provided in TR, a certain of the devices can be assumed for a reader for inventory. 
Hence, the following performance metric is considered for evaluation purpose only,
· Inventory completion time for multiple A-IoT devices
· For inventory use case, the ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully completed the inventory process for [Z]% of A-IoT devices for a given number of A-IoT devices within corresponding coverage by the reader
· FFS: Z = {99%(Mandatory), 90%(Optional)}
· A numerical analysis is conducted rather than a full system-level simulation. 
Proposal 5: The following performance metric is considered for evaluation purpose only,
· Inventory completion time for multiple A-IoT devices
· For inventory use case, the ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully completed the inventory process for [Z]% of A-IoT devices for a given number of A-IoT devices within corresponding coverage by the reader
· FFS: Z = {99%(Mandatory), 90%(Optional)}
· A numerical analysis is conducted rather than a full system-level simulation. 
For the evaluation assumptions, couple of aspects are discussed during the post email. The following is considered for each aspect,
· Random access schemes
· slot-aloha is considered as baseline, # of slots is reported by companies.
· Companies to provide the details of the schemes.
· R2D and D2R data rate
· refer to the LLS assumptions,
· Message size
· refer to the LLS assumptions,
· Device distribution, [near, middle, far] = [TBD%, TBD%, TBD%]
· FFS [near, middle, far] with 
· different data rate, or
· different BLER
· Considering the topologies provided above, [near, middle, far] = [30%, 30%, 40%] as a start point
· [Impact of RF energy harvesting and power consumption]
· Maximum 10 seconds charging time, 
· 1uF capacitor for device 1, 10uF capacitor for device 2
· 1/3 of the energy of capacitor can be discharged
· Active power consumption is 1uW for device 1 and 100, 500 uW for device 2
· Sleep power consumption is 0.1uW (RTC clock is running, monitoring is suspended)
· charging energy efficiency 5% - 10%, FFS details
· Device number
· 600 devices / reader

Proposal 6: The following assumptions are considered for evaluating inventory completion time for multiple A-IoT devices,
	Assumptions
	Reported values / schemes

	· Random access schemes
· slot-aloha is considered as baseline, # of slots is reported by companies.
· Companies to provide the details of the schemes.
	

	· R2D data rate
· refer to the LLS assumptions,
	

	· D2R data rate
· refer to the LLS assumptions,
	

	· Message size
· refer to the LLS assumptions,
	

	· Device distribution, [near, middle, far] = [TBD%, TBD%, TBD%]
· FFS [near, middle, far] with 
· different data rate, or
· different BLER
· Considering the topologies provided above, [near, middle, far] = [30%, 30%, 40%] as a start point
	

	· [Impact of RF energy harvesting and power consumption]
· Maximum 10 seconds charging time, 
· 1uF capacitor for device 1, 10uF capacitor for device 2
· 1/3 of the energy of capacitor can be discharged
· Active power consumption is 1uW for device 1 and 100, 500 uW for device 2
· Sleep power consumption is 0.1uW (RTC clock is running, monitoring is suspended)
· charging energy efficiency 5% - 10%, FFS details
	

	· Device number
· 600 devices / reader
	


2.5. Link Budget
To evaluate the coverage performance of Ambient IoT, the link budget calculation can be performed, and it is supported that MPL and distance is used as performance evaluation metric. Besides, three steps for coverage evaluation and which alternative of obtaining receiver sensitivity is used for each link have been discussed, the agreements are listed as below.
	RAN1#116 Agreement
For this study item, the coverage evaluation methodology is based on the following steps. 
For an evaluation scenario
· For each of the link i, 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements if Budget-Alt2 is used for this link i.
· Step 2: Obtain the receiver sensitivity using the method Budget-Alt1 (if a predefined threshold is assumed to derive the receiver sensitivity) or Budget-Alt2 (if no predefined threshold is assumed to derive the receiver sensitivity).
· Step 3: Obtain the coverage performance for link i based on the receiver sensitivity from step 2 and link budget template.
· The coverage results for each link are provided.
· FFS: what links are evaluated besides R2D and D2R (e.g., RF-EH)
· FFS whether/how to model the interference
· FFS: for which device(s) a predefined threshold is assumed
Note the following alternatives for obtaining receiver sensitivity are defined, 
· Budget-Alt1: receiver sensitivity is derived by a predefined threshold and no LLS is needed for link budget calculation
· The results rely on the received sensitivity and maximum transmit power, and directly calculate the maximum distance / pathloss based on these values and other related parameters. The link-level simulation (LLS) performances, such as required SINR can be satisfied for such case and no LLS is needed for link budget calculation.
· Budget-Alt2: receiver sensitivity is derived by required SINR which is given by LLS results 
· The results rely on link-level simulation results, e.g., required SINR which corresponds to detail LLS assumptions (e.g., BW, coding, data rate). And based on the required SINR, the received sensitivity can be calculated and then the maximum distance / pathloss can be derived.
· Note: For noise power, a noise figure value needs to be provided.
RAN1#116 Agreement
MPL and distance is used as performance evaluation metric for link budget calculation.
· Note: the distance is derived from MPL and corresponding pathloss model.
· FFS: Pathloss model
RAN1#116bis Agreement
For R2D link in the coverage evaluation, for device 1
· Budget-Alt1 is used (note: receiver architecture is RF ED)
For D2R link in the coverage evaluation,
· Budget-Alt2 is used.


2.5.1. [bookmark: _Ref166107615]RF energy harvesting
Considering the Ambient IoT device characteristics defined in the SID, with very low power consumption and limited energy storage, the uplink transmissions from Ambient IoT devices are mainly backscattered on a carrier wave provided externally, and energy for Ambient IoT devices transmission will be harvested through various power sources provided by external environment.
For device type 1 with ~1 µW peak power consumption, the energy may be provided by RF energy harvesting. While due to the limited device capability, the activation threshold for energy harvesting based on rectifier circuit design needs to be discussed, and -30dBm activation threshold is assumed in our link budget analysis.
For device type 2a/2b with hundreds µW peak power consumption, it would be challenging to be driven by RF energy harvesting. Second, RF EH harvesting for hundreds µW peak power consumption need more time to store the energy in hundreds of seconds that is agreed in RAN#103. Other than the RF energy harvesting, energy can be provided through the harvesting of light, motion, heat, or any other power source that could be seen suitable. 
Proposal 7: For device 1 coverage evaluation, RF energy harvesting with -30dBm activation threshold is considered. FFS for device 2a/2b.
2.5.2. [bookmark: _Ref166106777]Budget-Alt1 and Budget-Alt2
For Reader-to-Device (R2D) communication, it is agreed that Budget-Alt1 is used for device 1 when receiver architecture is RF ED. Furthermore, for Device 2a/2b, the method to obtain the receiver sensitivity may depend on the design of device architecture, we think at least when using RF ED, the receiver sensitivity of downlink transmission depends on an activation threshold, instead of receiver noise figure and required SNR, as in Budget-Alt1. Whether another alternative is suitable can be further discussed when device architecture is stable.
Furthermore, for the link budget of RF-EH, the activation threshold for energy harvesting can be used for the determination of receiver sensitivity. And based on the topology and distributions agreed in the last RAN1 meeting, we think at least for D1T1, 6dB multi-BS diversity gain can be considered with square lattice deployment. 
Proposal 8: For coverage evaluation,
· For R2D link, Budget-Alt1 is used to obtain receiver sensitivity at least for device 1 and device 2a, and further discuss device 2b.
· For RF-EH, Budget-Alt1 is used for devices with energy harvesting from RF.
2.5.3. Pathloss models
For AIoT coverage evaluation, the pathloss models used for calculating link budget have also been discussed and corresponding agreement achieved in the last RAN1 meeting is listed as below.
	RAN1#116bis Agreement
For D1T1,
· InF-DH NLOS model defined in TR38.901 is used for D2R and R2D links as pathloss model in coverage evaluation.
For D2T2,
· InF-DL and InH-Office model defined in TR38.901is used as pathloss model in coverage evaluation,
· NLOS for D2R and R2D links if InF-DL is used
· LOS for D2R and R2D links if InH-Office is used


For D2T2, InF-DL pathloss model is used in our link budget calculation, and NLOS is considered for each link since the LOS probability in InF-DL is basically close to zero.
Since both InF-DL NLOS pathloss model and InH-Office LOS pathloss model can be considered for D2T2 scenarios, the coverage distance derived from these two model formulas are different. To clearly distinguish the evaluation results of different pathloss models, it is proposed to add one item of “Topology” ([0D]) into the link budget template agreed in the last RAN1 meeting.
Ther CW2D link pathloss is still open, particularly whether it is NLOS or LOS model.
For D1T1-A1/A2 and D2T2-A1/A2 scenarios, the CW is inside topology. The distance of CW2D is as equal or comparable distance of R2D. So that the same channel model as R2D should be used.
For D1T1-B and D2T2-B scenarios, the CW is outside topology. Depending on the CW2D distance, it may be LOS or NLOS. TR38.901 provide a calculation of the LOS probability for each scenario. 
	InF-SL
InF-SH
InF-DL
InF-DH
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where
[image: ]
The parameters [image: ], [image: ], and [image: ] are defined in Table 7.2-4

	Indoor - Open office
	[image: ]

	Indoor - Mixed office
	[image: ]


Proposal 9: The following pathloss model can be used in the coverage evaluation for RF-EH, R2D and D2R links
· For D1T1, InF-DH NLOS is used.
· For D2T2, InF-DL NLOS is used.
· For D2T2, InH-Office LOS is used.
· Note: the definition of the above channel model refers to TR38.901 
Proposal 10: CW2D pathloss model is considered as follows,
· For D1T1-A1/A2/B and D2T2-A1/A2/B, same channel model is used for CW2D and R2D/D2R.
· Note: the definition of the above channel model refers to TR38.901 
Proposal 11: Add one item of “Topology [0D]” into the link budget template, and the topology for D2T2 can be reported by companies. Corresponding channel model used for link budget calculation is referred to each topology as agreed in RAN1#116bis.
2.5.4. [bookmark: _Ref166107049]CW interference modelling
The issue on CW interference modelling was also discussed in last RAN1 meeting. For D2R backscatter transmission, the CW emitter can be deployed either on the same node which receives the backscattered signals (e.g., D1T1-A2, D2T2-A2), or different node from the reader (e.g., D1T1-A1, D1T1-B, D2T2-A1, D2T2-B). For CW interference and interference cancellation, the following agreement is taken as a start point for further discussion. 
	RAN1#116bis Agreement
For coverage evaluation, subject to further discussion on which scenarios to evaluate, 
· In the case of CW inside topology with ‘A2’ scenarios
· The digital baseband processing of CW self-interference handling is not modelled in link level simulation (LLS). It is included in the link budget analysis by reporting the CW cancellation capability value.
· FFS: In the case of CW outside topology with ‘B’ scenarios or CW inside topology with ’A1’ scenarios


Monostatic backscattering (scenario A2)
In the case of CW inside topology with monostatic D2R backscatter, the CW interference can be reflected in link budget calculation for simplicity, whether the self-interference issue has impact on the receiver sensitivity depends on the interference cancellation capability from reader side. Per our perspective, for CW inside topology with ’A2’ scenarios, RF interference cancellation and Baseband interference suppression can be performed by reader. Typically, RF IC can be achieved to be higher than 40dB by additional carrier cancellation circuits and self-jamming cancellation architecture[5], [6]. While higher complexity is required to improve the Tx-to-Rx isolation. And from our perspective, about 40dB RF IC can be assumed with limited number of antennas and complexity. By applying digital cancellation after RF interference cancellation, interference suppression of more than 80 dBc can be realized by digital baseband interference cancellation[7].  
Considering BS implementation for indoor scenarios, for monostatic D2R backscatter, about 10~17 dB spatial isolation can be achieved if directional antenna is applied, and a digital BB suppression of 90dBc for BS is assumed based on the experimental results. While for intermediate UE, the digital BB interference suppression of 80 dBc is assumed. Therefore, the overall CW interference cancellation of 140(10+40+90=140) dBc from BS side and 120(40+80=120) dBc from intermediate UE are assumed in the evaluation. 
Bistatic backscattering (scenario A1, B)
While for CW outside topology or CW inside topology with bistatic D2R backscatter, this issue is not critical since the node for emitting CW and receiving uplink signal are separately distributed. Large spatial separation is considered (60dB), although the RF-IC may not be good enough compared to the monostatic backscatter. Combined with baseband IC (80dBc), a total of 140dB interference cancellation seems to be enough. Hence, for simplicity, the receiver sensitivity loss is not modelled.
Proposal 12: For CW interference modelling in coverage evaluation, 
· For CW inside topology with ‘A2’ scenarios, CW interference can be considered in link budget calculation
· Obtain the remaining CW interference after CW interference cancellation from CW node by Tx power and CW cancellation capability, and calculate the minimum receiver sensitivity by taking remaining CW interference into consideration
· For CW outside topology or CW inside topology with bistatic D2R backscatter, assuming CW has no impact to the receiver sensitivity loss.
2.5.5. Overall modification to the template
Based on the link budget template agreed in RAN1#116bis meeting, a link budget template with some modifications and detailed parameters is provide in Table 2.4-1 for evaluating the coverage distance.  
2.5.5.1. [0C] Center frequency
We suggest to focused on 900MHz for the SI, considering the path loss results for 2GHz will be quite different to 900MHz, which will lead to different designs. 
Proposal 13-1: 
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[0C]
	Center frequency (MHz)
	900MHz (M), 2GHz (O)
	900MHz (M), 2GHz (O)


2.5.5.2. [0D] Topology
Proposal 13-2:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[0D]
	Topology
	InF-DH NLOS
	InF-DL NLOS / InH-Office LOS


2.5.5.3. [1E] Total Tx Power @ Tx
In RAN1#116bis, the following is agreed 
	· For BS in DL spectrum for indoor
· 33dBm(M), FFS: 38dBm(O), one smaller value [FFS: 23 or 26] dBm(M) 
· FFS: additional constraints on PSD
· FFS: For UE in DL spectrum for indoor
· For UL spectrum for indoor, 
· 23dBm (M)
· FFS: 26dBm(O)
Other values are NOT precluded subject to future discussion.


For R2D, 
· Firstly, transmission by the UE within the downlink spectrum should be avoided, given the current limitations imposed by the legacy design from coexistence aspects. 
· Secondly, companies are debating whether to impose specific PSD limitations, as the PSD of A-IoT devices is not anticipated to exceed that of NR significantly. 
· However, at least for reader that are not co-located deployed with NR gNB, no PSD limitation should be imposed. When reader and NR gNB are transmitted and shared by one PA, 26 dBm can be considered such that it will not exceed that of NR significantly.
For D2R,
It is agreed that in RAN1#116bis,
	Agreement
For coverage evaluation purpose, 
· For scenarios ‘A1’ and ‘A2’,
· The Device Tx Power is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· The Device Tx Power is calculated by CW received power which can be derived by at least CW2D distance (m) value. 
· FFS: CW2D distance (m) value(s)


For device 2b, -20 dBm(M) and -10 dBm(O) is considered.
Proposal 13-3:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[1E]
	Total Tx Power (dBm) 
	· [bookmark: _Hlk166084496]For BS in DL spectrum for indoor
· 33dBm(M), FFS: 38dBm(O), one smaller value [FFS: 23 or 26] dBm(M) 
· FFS: additional constraints on PSD
· FFS: For UE in DL spectrum for indoor
· For UL spectrum for indoor, 
· 23dBm (M)
· FFS: 26dBm(O)

Other values are NOT precluded subject to future discussion.


	· For device 1/2a:
· For scenarios ‘A1’ and ‘A2’,
· The Device Tx Power is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· The Device Tx Power is calculated by CW received power which can be derived by at least CW2D distance (m) value and other related factors. 
· For device 2b:
· D2R-dev2bTxPower-Alt1: -20 dBm(M)
· D2R-dev2bTxPower-Alt2: -10 dBm(O)
· Other values are NOT precluded subject to future discussion.


2.5.5.4. [1E1] CW Tx Power @ Tx
When CW transmitted on the same DL/UL spectrum compared to the reader, the same Tx power should be assumed， Otherwise, different Tx power is assumed.
Proposal 13-4:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[1E1]
	CW Tx power (dBm)
	N/A
	Companies to report used value and whether same DL/UL spectrum is assumed for R2D and CW2D
Note: Candidate values are same as [1E] R2D Note: only applicable for device 1/2a


2.5.5.5. [1E3] CW2D distance @ Tx
Proposal 13-5:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[1E3]
	CW2D distance (m)
	N/A
	· For device 1/2a:
· For scenarios ‘A1’ and ‘A2’,
· The CW2D distance is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· 10m
Note: only applicable for device 1/2a


2.5.5.6. [1F] Transmission Bandwidth used for the evaluated channel @ Tx
Whether and how Tx side transmission bandwidth for D2R in the link budget calculation is not clear. Hence, we suggest to omit this part, unless clear impact has been identified.
Proposal 13-6:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[1F]
	Transmission Bandwidth used for the evaluated channel (Hz)
	180k(M), 
360k(O), 
1.08MHz(O)
	UL data rate: xx bps

FFS: data rate for each case


2.5.5.7. [1G] Tx antenna gain @ Tx
For A-IoT device, some companies claimed that 3dB Tx antenna gain loss is expected. However, we think the impedance mismatch loss are to be included in [1H]. Hence, no loss is needed to be considered for this item. 
Proposal 13-7:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[1G]
	[bookmark: _Hlk166087572]Tx antenna gain (dBi)
	· For BS for indoor, 6 dBi(M), 2dBi(M)
· For intermediate UE, 0 dBi
	· For A-IoT device, 0dBi (M), -3dBi (O)


2.5.5.8. [1H] Ambient IoT backscatter loss @ Tx
This component consists of impedance mismatch and modulation order. Both of them should be applied to device 1 and device 2a. And the same value should be used for them.
Modulation order
Since 1 and 0 must be coded with two different reflection states, the power of the digital information scattered. If  is the reflection coefficient at the antenna for state A, and  is the reflection coefficient at the antenna for state B, then the amount of reflected power will be proportional to the modulation factor, M, is given by . (see [9]). This equation is maximized when ideal open and short-circuit loads are used to modulate the 1 and 0, resulting in +1 and -1 reflection coefficients, respectively. Instead, some designers choose to use OOK modulation, and to switch the reflection coefficient between a matched load and a short load, M = 0.25, to balance the power backscattered and absorbed by the radio-frequency integrated circuit. 
Hence, we will consider 0dB for BPSK modulation and 6dB for OOK modulation.
Impedance mismatch loss
Impedance mismatch loss, a.k.a., Power Transmission Coefficient, is known as the mismatching effects possibly caused by the alteration of the antenna's radiation impedance by coupling into nearby objects, or radio-frequency integrated circuit loading of the antenna (see [8]). It is reported for some typically scenarios, such as a tag is close to cardboard, the power transmission coefficient can be 1, which means no loss is assumed. (see [8]).
Proposal 13-8:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[1H]
	Ambient IoT backscatter loss (dB)
Note: due to, e.g., 
· impedance mismatch
· Modulation factor
	· N/A
	· OOK: 6 dB
· BPSK: 0 dB
Note: Only for device 1/2a
· FFS: for device 2a


2.5.5.9. [1J] Ambient IoT on-object antenna penalty @ Tx
While a tag's antenna may perform well when separated by several wavelengths from conductive and dielectric materials, tag operation may cease completely when it is brought close or attached to an object. 
However, for a typical deployment it is not necessary to considered. For some large on-object antenna penalty, such as aluminum slab, a special antenna design may be needed to cover such cases which make it not a typical case we need be further investigate. 
Proposal 13-9: Remove [1J]
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[1J]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4


2.5.5.10. [1N] Cable, connector, combiner, body losses, etc @ Tx
For Reader deployed for D1T1 indoor scenario, no cable/connector/combiner/body loss is needed to be considered. 
For intermediate UE deployed for D2T2 scenario, no cable/connector/combiner loss is needed. For body loss, if it is a handheld device, not placed next to the head, then the human body loss can be considered negligible.
Proposal 13-10: Remove [1N]
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[1N]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	FFS
	N/A


2.5.5.11. [2B] Bandwidth used for the evaluated channel @ Rx
For R2D, BB LPF is an important piece of information for the all device 1/2a/2b and is specifically used in the context of the receiver functionality. 
For D2R, considering image rejection is used to be more complicated and power consuming, double side-band is considered for signal. And the BW value is used for calculating the noise power.
Proposal 13-11:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[2B]
	Bandwidth used for the evaluated channel (Hz)
	FFS: relation with the transmission bandwidth used for the evaluated channel
Refer to LLS assumptions, BB LPF BW is reported.
	· FFS: whether the values are single side-band or double side-band
· Note: The value is used for calculating the noise power, and double side band is considered. The total BW for calculating noise power is considered twice the reported value. 
FFS: relation with the transmission bandwidth used for the evaluated channel


2.5.5.12. [2B1] RF CBW @ Rx
For R2D, an ED channel bandwidth is needed for calculating the noise power. The detailed value is aligned with the LLS assumptions and reported by companies.
Proposal 13-12:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[2B1]
	FFS: RF CBW (Hz)
ED channel BW (MHz)
	FFS:
· 10MHz
· 20MHz
· Other values
Refer to LLS assumptions
Note: The value is used for calculating the noise power 
	N/A


2.5.5.13. [2H] Ambient IoT on-object antenna penalty @ Rx
Similar to [1J], it is suggested to be removed.
Proposal 13-13: remove [2H]
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[2H]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4


2.5.5.14. [2J] Budget-Alt1/ Budget-Alt2 @ Rx
As we suggested above (see section 2.5.2), device 2a also is suggested to use Budget-Alt1.
Proposal 13-14:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[2J]
	Budget-Alt1/ Budget-Alt2
	For R2D link in the coverage evaluation, for device 1/2a
· Budget-Alt1 is used (note: receiver architecture is RF ED)
FFS: device 2b
	Budget-Alt2


2.5.5.15. [2K] CW cancellation @ Rx
As we suggested above (see section 2.5.4),
· For monostatic backscatter, a value including both spatial isolation, RF IC and BB cancellation is considered, so that the digital baseband processing of CW self-interference handling is not modelled in link level simulation (LLS). It is included in the link budget analysis by reporting the CW cancellation capability value.
· For bistatic backscatter, the receiver sensitivity loss is not modelled.
Proposal 13-15:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[2K]
	CW cancellation (dB)
	N/A
	For scenario A2, 
· [140dB for BS]
· [120dB for UE]
For scenario A1 and B
· Assuming CW has no impact to the receiver sensitivity loss. 
Only applicable for scenario A1/A2/B


2.5.5.16. [2L] Receiver Sensitivity @ Rx
As we suggested above (see section 2.5.1),
Proposal 13-16:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[2L]
	Receiver Sensitivity (dBm)

	For Budget-Alt1, 
· For device 1 (RF-ED),
· -30 dBm
· For device 1 (data),
· -36 dBm
· For device 2 if RF-ED is used
· -45 dBm
For Budget-Alt2, 
· Calculated
	Calculated
Note: the receiver sensitivity includes the receiver sensitivity loss [2K2], i.e. after CW cancellation at least if ‘A2’ scenario is used



2.5.5.17. [3A] Shadow fading margin
Cited the values from TR38.901, the following is suggested,
Proposal 13-17:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[3A]
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	· For D1T1, 4dB is assumed
· For D2T2, 7.2 dB is assumed
	· For D1T1, 4dB is assumed
· For D2T2, 7.2 dB is assumed


2.5.5.18. [3C] BS selection/macro-diversity gain
For D1T1 RF-EH, it is suggested that the device can harvesting the energy from the neighboring four readers. Hence, additional 6dB gain can be considered. 
Proposal 13-18:
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	[3C]
	BS selection/macro-diversity gain (dB)
	· 0 dB except
· 6 dB is assumed for RF-EH in D1T1 scenarios
FFS: other values are not precluded
	0 dB
FFS: other values are not precluded


2.5.5.19. Summary
Proposal 13: the following tables are considered for link budget calculation,
Table 2.5-1 Link budget template 
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	[0A]
	Scenarios
	D1T1-A1/A2/B/C
D2T2-A1/A2/B/C
	D1T1-A1/A2/B/C
D2T2-A1/A2/B/C

	[0A1]
	CW case
	N/A
	1-1/1-2/1-4/2-2/2-3/2-4

	[0B]
	Device 1/2a/2b
	Device 1/2a/2b
	Device 1/2a/2b

	[0C]
	Center frequency (MHz)
	900MHz (M), 2GHz (O)
	900MHz (M), 2GHz (O)

	[0D]
	Topology
	InF-DH NLOS
	InF-DL NLOS / InH-Office LOS

	(1) Transmitter

	[1D]
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	For BS:
· 2 antenna elements for 0.9 GHz
For Intermediate UE:
· 1 
	 1

	[1E]
	Total Tx Power (dBm) 
	· For BS in DL spectrum for indoor
· 33dBm(M), FFS: 38dBm(O), one smaller value [FFS: 23 or 26] dBm(M) 
· FFS: additional constraints on PSD
· FFS: For UE in DL spectrum for indoor
· For UL spectrum for indoor, 
· 23dBm (M)
· FFS: 26dBm(O)

Other values are NOT precluded subject to future discussion.

· 
	· For device 1/2a:
· For scenarios ‘A1’ and ‘A2’,
· The Device Tx Power is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· The Device Tx Power is calculated by CW received power which can be derived by at least CW2D distance (m) value and other related factors. 
· For device 2b:
· D2R-dev2bTxPower-Alt1: -20 dBm(M)
· D2R-dev2bTxPower-Alt2: -10 dBm(O)
· Other values are NOT precluded subject to future discussion.

	[1E1]
	CW Tx power (dBm)
	N/A
	Companies to report used value and whether same DL/UL spectrum is assumed for R2D and CW2D
Note: Candidate values are same as [1E] R2D Note: only applicable for device 1/2a
· 23dBm for UL spectrum
· 33dBm for DL spectrum 
Note: only applicable for device 1/2a

	[1E2]
	CW Tx antenna gain (dBi)
	N/A
	· Company to report, the value equals to 
· UE Tx ant gain, or
· BS Tx ant gain
Note: only applicable for device 1/2a

	[1E3]
	CW2D distance (m)
	N/A
	· For device 1/2a:
· For scenarios ‘A1’ and ‘A2’,
· The CW2D distance is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’
· 10m
Note: only applicable for device 1/2a

	[1E4]
	CW2D pathloss (dB)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1E5]
	CW received power (dBm)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1F]
	Transmission Bandwidth used for the evaluated channel (Hz)
	180k(M), 
360k(O), 
1.08MHz(O)
	UL data rate: xx bps

FFS: data rate for each case

	[1G]
	Tx antenna gain (dBi)
	· For BS for indoor, 6 dBi(M), 2dBi(M)
For intermediate UE, 0 dBi
	For A-IoT device, 0dBi (M), -3dBi (O)

	[1H]
	Ambient IoT backscatter loss (dB)
Note: due to, e.g., 
· impedance mismatch
· Modulation factor
	N/A
	· OOK: 6 dB
· PSK: 0 dB
Note: Only for device 1/2a
FFS: for device 2a

	[1J]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4

	[1K]
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	· 10 dB (M)
· 15 dB (O)
Note: Only for device 2a

	[1N]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	FFS
	N/A

	[1M]
	EIRP (dBm)
	Calculated
	Calculated

	(2) Receiver

	[2A]
	Number of receive antenna elements / TxRU / chains modelled in LLS
	Same as [1D]-D2R
	Same as [1D]-R2D

	[2B]
	Bandwidth used for the evaluated channel (Hz)
	FFS: relation with the transmission bandwidth used for the evaluated channel
Refer to LLS assumptions, BB LPF BW is reported.

	· FFS: whether the values are single side-band or double side-band
· Note: The value is used for calculating the noise power, and double side band is considered. The total BW for calculating noise power is considered twice the reported value. 
FFS: relation with the transmission bandwidth used for the evaluated channel


	[2B1]
	FFS: RF CBW (Hz)
ED channel BW (MHz)
	FFS:
· 10MHz
· 20MHz
· Other values
Refer to LLS assumptions
Note: The value is used for calculating the noise power 
	N/A

	[2C]
	Receiver antenna gain (dBi)
	same as [1G]-D2R
	Same as [1G]-R2D

	[2X]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	N/A
	FFS

	[2D]
	Receiver Noise Figure (dB)
	FFS: 20dB or 24dB or 30dB for Budget-Alt2
FFS: different values for device architecture
	For BS as reader
· 5dB
For UE as reader
· 7dB

	[2E]
	Thermal Noise power spectrum density (dBm/Hz)
	-174
	-174

	[2F]
	Noise Power (dBm)
	Calculated
	Calculated

	[2G]
	Required SNR
	Reported by company
	Reported by company

	[2H]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4

	[2J]
	Budget-Alt1/ Budget-Alt2
	For RF-EH, R2D link in the coverage evaluation, for device 1/2a
· Budget-Alt1 is used (note: receiver architecture is RF ED)
FFS: device 2b
	Budget-Alt2

	[2K]
	CW cancellation (dB)
	N/A
	For scenario A2, 
· [140dB for BS]
· [120dB for UE]
For scenario A1 and B
· Assuming CW has no impact to the receiver sensitivity loss. 
Only applicable for scenario A1/A2/B

	[2K1]
	Remaining CW interference (dB)
	N/A
	Calculated

	[2K2]
	Receiver sensitivity loss(dB)
	N/A
	Calculated

	[2L]
	Receiver Sensitivity (dBm)

	For Budget-Alt1, 
· For device 1 (RF-ED),
· -30 dBm
· For device 1 (data),
· -36 dBm
· For device 2 if RF-ED is used
· -45 dBm
For Budget-Alt2, 
· Calculated
	Calculated
Note: the receiver sensitivity includes the receiver sensitivity loss [2K2], i.e. after CW cancellation at least if ‘A2’ scenario is used


	(3) System margins

	[3A]
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	· For D1T1, 4dB is assumed
· For D2T2, 7.2 dB is assumed
	· For D1T1, 4dB is assumed
· For D2T2, 7.2 dB is assumed

	[3B]
	polarization mismatching loss (dB)
	3 dB
	3 dB

	[3C]
	BS selection/macro-diversity gain (dB)
	· 0 dB except
· 6 dB is assumed for RF-EH in D1T1 scenarios
· FFS: other values are not precluded
	0 dB
FFS: other values are not precluded

	[3D]
	Other gains (dB) (if any please specify)
	0 dB
	0 dB

	(4) MPL / distance

	4A
	MPL (dB)
	Calculated
	Calculated

	4B
	Distance (m)
	Calculated
	Calculated


For the items that need to be calculated in Table, the calculation formula for RF-EH, R2D, D2R links are separately considered as below,
EIRP([1M])
· For RF-EH and R2D, [1M]=[1E]+[1G]
· For D2R of Device 1, [1M]= [1E]+[1G]-[1H]
· For D2R of Device 2a, [1M]= [1E]+[1G]-[1H]+[1K]
· For D2R of Device 2b, [1M]=[1E]+[1G]
Noise Power ([2F])
· [2F]=[2D]+[2E]+lin2dB([2B])
Remaining CW interference ([2K1])
· For D2R of scenario ‘A2’, [2K1]=[1E1]+[1E2]-[2K]
Receiver Sensitivity ([2L])
· For D2R of scenarios ‘A1’ and ‘B’, [2L]=[2F]+[2G]
· For D2R of scenarios ‘A2’, [2L]=lin2dB(dB2lin([2K1])+dB2lin([2F]))+[2G]
MPL ([4A])
· [4A]=[1M]+[2C]-[2L]-[3A]-[3B]+[3C]+[3D]
Distance ([4B])
The distance is derived based on the pathloss model, and from our perspective, 2D distance can be provided as the link budget results for coverage evaluation.
Proposal 14: The items listed in link budget template can be calculated respectively as below，
EIRP([1M])
· For RF-EH and R2D, [1M]=[1E]+[1G]
· For D2R of Device 1, [1M]= [1E]+[1G]-[1H]
· For D2R of Device 2a, [1M]= [1E]+[1G]-[1H]+[1K]
· For D2R of Device 2b, [1M]=[1E]+[1G]
Noise Power ([2F])
· [2F]=[2D]+[2E]+lin2dB([2B])
Remaining CW interference ([2K1])
· For D2R of scenario ‘A2’, [2K1]=[1E1]+[1E2]-[2K]
Receiver Sensitivity ([2L])
· For D2R of scenarios ‘A1’ and ‘B’, [2L]=[2F]+[2G]
· For D2R of scenarios ‘A2’, [2L]=lin2dB(dB2lin([2K1])+dB2lin([2F]))+[2G]
MPL ([4A])
· [4A]=[1M]+[2C]-[2L]-[3A]-[3B]+[3C]+[3D]
2.6. Link level simulation
Considering parameters and assumptions for link level simulation, the table of coverage evaluation assumptions achieved in RAN1#116bis meeting is used as a start point, which is listed as below. And we will further discuss the detailed parameters and values for LLS.
	RAN1#116bis Agreement
The following table of coverage evaluation assumptions in link level simulation is considered as start point.
-  Other values/options are not precluded and subject to future discussion.
Table: Coverage evaluation assumptions
	Parameters
	Assumptions

	R2D/D2R common parameters

	Carrier frequency
	Refer to link budget template

	SCS
	15 kHz as baseline

	Block structure
	locks as agreed in 9.4.2.3, or other blocks reported by companies

	Channel model
	<Editor’ s Note: will be updated according to the agreements made for channel model>

	Delay spread
	[30, 150] ns 

	Device velocity
	3 km/h

	Number of Tx/Rx chains for Ambient IoT device
	1

	BS
	Number of antenna elements
	2 or 4

	
	Number of TXRUs
	2 or 4

	Intermediate UE
	Number of antenna elements
	1 or 2

	
	Number of TXRUs
	1 or 2

	Reference data rate
	[0.1, 1, 5] kbps

	Message size
	· D2R:  
· [FFS: 16, 96, 400 bits]
· R2D: 
· [FFS: 16, 32, 64, 400bits]

	BLER target
	1%, 10%

	Sampling frequency
	<Editor’s Note: will be updated according to the agreements made for Sampling frequency >

	Device 1/2a/2b
	Options are as follows,
-          Device 1, RF-ED
-          Device 2a, RF-ED
-          Device 2b, RF-ED/IF-ED/ZIF
 
<Editor’s Note: will be updated according to agreements from 9.4.1.2> 

	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	FFS: ED bandwidth
	[X MHz]

	FFS: BB LPF
	[X]-order Butterworth filter with cutoff frequency at [Y] kHz

	Waveform
	OOK waveform generated by OFDM modulator

	Modulation
	OOK
Companies to report, e.g., OOK-1, OOK-4 with M chips per OFDM symbol

	Line code
	Companies to report, e.g., Manchester, PIE

	FEC
	No FEC as baseline

	ADC bit width
	1-bit for device 1
4-bit for device 2

	Detection/decoding method for Line code
	Companies to report

	D2R specific parameters

	Transmission bandwidth
(w.r.t. D2R data rate)
	[FFS: 15kHz, 180kHz]

	Waveform (CW)
	Companies to report waveform, e.g., unmodulated single tone, multi-tone (multiple unmodulated single tone)

	Modulation
	Companies to report modulation, e.g., OOK, BPSK, BFSK

	Line code
	Companies to report, e.g., Manchester encoding, FM0 encoding, Miller encoding, no line coding

	FEC
	Companies to report, e.g., CC, No FEC

	ADC bit width
	Companies to report, e.g., 11-bit

	D2R receiver 
	FFS: Reader receiver, e.g., coherent receiver / non-coherent receiver

	Other assumptions

	Other assumptions
	To be reported by company

	Note: 
 -           Companies to report required SINR according to BLER target.





2.6.1. Sampling Frequency Offset 
Most of the oscillator for sampling purpose for low-end device (i.e., 1uW) is on-chip LC oscillator with very limited accuracy and low sampling frequency. For assumptions on sampling offset and timing error, the following parameters can be considered for evaluation purpose only.
	Parameters
	Assumptions

	Sampling Frequency
	· Initial Sampling Frequency Offset (SFO) [104 ~ 105] ppm
· Sampling frequency = 1.92 MHz


Note: 
· The relationship between the SFO (Fe) and corresponding timing drift (ΔT) over a time(T) isΔT = ±Fe * T
· When the power is off for the device, the oscillator for sampling is no longer running and the device does not maintain any time reference.
Proposal 15: The following sampling frequency offset are considered in the evaluations,
	Parameter 
	Values

	Device Sampling Frequency
	· Initial Sampling Frequency Offset (SFO) [104 ~ 105] ppm
· Sampling frequency = 1.92 MHz 


Note: 
· The relationship between the SFO (Fe) and corresponding timing drift (ΔT) over a time(T) isΔT = ±Fe * T
· When the power is off for the device, the oscillator for sampling is no longer running and the device does not maintain any time reference.
2.6.2. LLS Channel model
In RAN1#116bis, the following is agreed,
	Agreement
In the link level simulation, considering the following channel model,
· For D1T1, TDL-A channel model is used for R2D link and for D2R link for InF-DH scenario.
· For D2T2, 
· TDL-A channel model is used for R2D link and for D2R link if InF scenario is considered
· TDL-D channel model is used for R2D link and for D2R link if InH-Office scenario is considered
· FFS delay spread for each case.


For delay spread for each case, considering D1T1 and D2T2 are all for indoor scenarios, a small delay spread would be more practical, such as 30ns. 
Proposal 16: For link level performance evaluation, 30ns delay spread is considered mandatory.
	Parameters
	Assumptions

	Channel model
	· For D1T1, TDL-A channel model is used for R2D link and for D2R link for InF-DH scenario.
· For D2T2, 
· TDL-A channel model is used for R2D link and for D2R link if InF scenario is considered
· TDL-D channel model is used for R2D link and for D2R link if InH-Office scenario is considered

	Delay spread
	30ns (M), 150 ns (O)


2.6.3. SINR calculation
The following is agreed in RAN1#116bis, 
	Proposal#5 (V05r1)
For the R2D LLS for ED,  the following is considered as start point, report followings (as start point).
· CINR/CNR in LLS, where CINR/CNR is defined as the ratio of signal power spectral density in the transmission bandwidth to the noise and/or interference (if any) power spectral density in the device ED channel bandwidth.
· signal transmission bandwidth
· ED channel bandwidth
FFS: exact definition of ED channel bandwidth for RF-ED, IF, ZIF receiver
FFS: which and how to report for R2D ZIF receiver and D2R


For R2D LLS, compared SINR/SNR and CINR/CNR (Figure 2.6-1), CINR/CNR is used at least for RF-ED and IF receiver.
[image: ]
Figure 2.6-1 Illustration of SINR calculation for LLS (R2D)
For R2D, 
· the ED channel bandwidth is needed for calculating the noise power,
· For RF-ED receiver, the ‘ED CBW’ is regarded as the device RF filter BW (e.g., 10-20MHz) which are used for calculating the noise power
· For IF receiver, the ‘ED CBW’ is regarded as the device IF filter BW which are used for calculating the noise power
· For ZIF receiver, the ‘ED CBW’ is regards as the device BB LBP BW which are used for calculating the noise power
· Note: the above is being referred as [2B1] for R2D link in link budget template.
· The BB LPF is reported by companies and is being referred as [2B] for R2D link in link budget template.
For D2R, since the reader can process the data in baseband domain, so traditional SNR/SINR calculation in the transmission bandwidth can be used.
Proposal 17: 
For the R2D LLS, report followings (as start point).
· CINR/CNR, where CINR/CNR is defined as the ratio of signal power spectral density in the transmission bandwidth to the noise and interference (if any) power spectral density in the device ED channel bandwidth.
· Signal transmission bandwidth
· ED channel bandwidth
· BB LPF
· the ED channel bandwidth is needed for calculating the noise power,
· For RF-ED receiver, the ‘ED CBW’ is regarded as the device RF filter BW (e.g., 10-20MHz) which are used for calculating the noise power
· For IF receiver, the ‘ED CBW’ is regarded as the device IF filter BW which are used for calculating the noise power
· For ZIF receiver, the ‘ED CBW’ is regards as the device BB LBP BW which are used for calculating the noise power
· Note: the above is being referred as [2B1] for R2D link in link budget template.
· The BB LPF is reported by companies and is being referred as [2B] for R2D link in link budget template.
For the R2D LLS, the SNR/SINR calculation in the transmission bandwidth can be used and reported by companies.
The corresponding changes for the LLS table are as follows,
	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	FFS: ED bandwidth
	· the ED channel bandwidth is needed for calculating the noise power,
· For RF-ED receiver, the ‘ED CBW’ is regarded as the device RF filter BW (e.g., 10-20MHz) which are used for calculating the noise power
· For IF receiver, the ‘ED CBW’ is regarded as the device IF filter BW which are used for calculating the noise power
· For ZIF receiver, the ‘ED CBW’ is regards as the device BB LBP BW which are used for calculating the noise power
· Note: the above is being referred as [2B1] for R2D link in link budget template.
The value is reported by companies. 

	FFS: BB LPF
	[X]-order Butterworth filter with cutoff frequency at [Y] kHz, reported by companies


…
	Note: 
 -           Companies to report required SINR according to BLER target.

R2D LLS, report followings (as start point).
· CINR/CNR, where CINR/CNR is defined as the ratio of signal power spectral density in the transmission bandwidth to the noise and interference (if any) power spectral density in the device ED channel bandwidth.
For the R2D LLS, the SNR/SINR calculation in the transmission bandwidth can be used and reported by companies.



2.6.4. OOK Manchester decoding
For Ambient-IoT downlink, if the Manchester coding is used, it should be very simple reception schemes for ~1uW device, especially considering digital BB processing capability/complexity is restricted for such devices. 
One example of such Manchester decoding is provided in [10], which is called the timing-based Manchester decode. In this approach, the ascending/descending edge is used to trigger an interruption and the time between two edges will be captured for decoding. Suppose that the data rate is 2T (i.e., the Manchester coding rate is T), and a decoding procedure is illustrated in the following figure. 
[image: ]
The decoder starts timer and captures the first edge. Then, captures the next edge and check if count value equals 2T. Once the count value equals 2T, the decoder is now synchronized with the data clock. It will read current logical level of the incoming pin and save as current bit value (0 as shown in the figure). In subsequent steps, the decoder repeatly captures next edge and compare the stored count value with T. If the value equals T, set current bit to next bit. Else if the value equals 2T, set the opposite of current bit to the next bit. Otherwise, return error. It should be noted that in practice the value of the timer will not be exactly matched to T or 2T. To allow for this it is necessary to create a window of allowable values around the desired times. A typical window can be as large as ±50% of T.
Proposal 18: Timing based Manchester decoding approach by capturing ascending/descending edges is adopted for link level performance evaluation.
2.6.5. D2R receiver sampling
The D2R receiver's sampling frequency matters the receiver performance. Oversampling could provide better link performance. Typically, gNB could have 30.72Msps when operating in 20MHz bandwidth. 
Proposal 19: Add one line in D2R specific parameter to clarify the reader's sampling frequency.
	R2D specific parameters

	Reader Sampling frequency
	30.72Msps 


3. Evaluation results
3.1. Link budget Results
According to the deployment scenarios assumption discussed in Section 2.1 and link budget calculation discussed in Section 2.4.1, preliminary link budget results have been derived based on Table 2.4-1. And the detailed results for different deployment scenarios could refer to the link budget spreadsheets attached with this contribution.
To identify the bottleneck coverage case and evaluate the coverage distance for various deployment scenarios and topology, the tolerate pathloss for each case are summarized in the Table 3.1-1 and Table 3.1-2 below, and the coverage distance is calculated based on the minimum results between R2D link and D2R link.
Table 3.1-1 Summary of link budget results and coverage distance for D1T1
	Scenario
	CW case
	RF-EH pathloss (dB)
	R2D pathloss (dB)
	D2R pathloss (dB)
	min pathloss (dB)
	coverage(m)

	
	Device 1

	D1T1-A1
	1-1
	68/64
	68/64
	76.12/72.12
	68/64
	40.33/26.03

	
	1-2
	68/64
	68/64
	71.12/67.12
	68/64
	40.33/26.03

	D1T1-A2
	1-1
	68/64
	68/64
	62.99/60.99
	62.99/60.99
	23.24/18.43

	
	1-2
	68/64
	68/64
	62.95/60.87
	62.95/60.87
	23.12/18.18

	D1T1-B
	1-4
	68/64
	68/64
	85.95/77.96
	68/64
	40.33/26.03

	
	Device 2a

	D1T1-A1
	1-1
	-
	77/73
	81.12/77.12
	77/73
	105.03/68.8

	
	1-2
	-
	77/73
	76.12/72.12
	76.12/72.12
	95.71/62.66

	D1T1-A2
	1-1
	-
	77/73
	67.99/65.99
	67.99/65.99
	40.31/32.41

	
	1-2
	-
	77/73
	67.95/65.87
	67.95/65.87
	40.11/32.01

	D1T1-B
	1-4
	-
	77/73
	95.95/87.95
	77/73
	105.03/68.8

	
	Device 2b 

	D1T1-C
	-
	-
	77/73
	116.24/112.24
	116.24/112.24
	105.03/68.8


Note: RF ED is assumed for device 2a and 2b
Table 3.1-2 Summary of link budget results and coverage distance for D2T2
	Scenario
	CW case
	RF-EH pathloss (dB)
	R2D pathloss (dB)
	D2R pathloss (dB)
	min pathloss (dB)
	coverage(m)

	
	Device 1

	D2T2-A1
	2-2
	42.8/54.8/58.8
	48.8
	60.92
	48.8
	7.44

	D2T2-A2
	2-2
	42.8/54.8/58.8
	48.8
	46.8
	46.8
	6.54

	D2T2-B
	2-3
	42.8/54.8/58.8
	48.8
	81.72/77.72
	48.8
	7.44

	
	2-4, BS as CW node
	42.8/54.8/58.8
	48.8
	71.72/67.72
	48.8
	7.44

	
	2-4, UE as CW node
	42.8/54.8/58.8
	48.8
	65.72
	48.8
	7.44

	
	Device 2a

	D2T2-A1
	2-2
	-
	57.8
	65.92
	57.8
	13.29

	D2T2-A2
	2-2
	-
	57.8
	51.8
	51.8
	9.03

	D2T2-B
	2-3
	-
	57.8
	91.72/87.72
	57.8
	13.29

	
	2-4, BS as CW node
	-
	57.8
	81.72/77.72
	57.8
	13.29

	
	2-4, UE as CW node
	-
	57.8
	75.72
	57.8
	13.29

	
	Device 2b 

	D2T2-C
	-
	-
	57.8
	105.04
	57.8
	13.29


Note: RF ED is assumed for device 2a and 2b
Deployment scenario 1, Topology 1
For Topology 1, it is observed that for AIoT device 1, the bottleneck is R2D for D1T1-A1 and D1T1-B scenarios. While for D1T1-A2 with monostatic backscattering, D2R link may be the bottleneck due to the CW interference can not be suppressed sufficiently with the assumption of 140dBc interference cancellation capability.
For device 1 in D1T1-A1/B, when RF energy harvesting is adopted, the coverage distance of RF energy harvesting or downlink communication is the bottleneck. Per our understanding, whether multi-node joint transmission can be adopted depends on the topology of Ambient IoT devices and reader distribution, which can be further discussed. If the multi-node joint transmission for RF energy harvesting is not supported, the coverage distance for device 1 would be limited by RF energy harvesting. When 6 dB multi-node joint transmission gain and 33 dBm RF transmit power are assumed for link budget evaluation, as both 2dBi and 6dBi antenna gain of BS are considered in our evaluation, the coverage distance of R2D link can be achieved to approximately 26m/40.3m.
For device 2a in D1T1-A1, without considering the impact of energy harvesting and CW interference, which link is the bottleneck depends on the CW power strength. It is observed that the R2D is the bottleneck if higher CW power (e.g., 33dBw) is assumed. While the coverage D2R becomes limited if 23dBm CW power is assumed. 
For device 2a in D1T1-A2 scenario, since the coverage distance is limited by self-interference of CW, D2R link is the bottleneck regardless of the CW Tx power, and the coverage distance can be achieved to approximately 32m/40m.
By comparing the path loss of D2R link of different deployment scenarios, larger link budget results are obtained in case of CW outside topology (e.g., D1T1-B), since the CW power received by device can be larger and CW interference is neglected.
Considering D1T1-C, when active UL transmission is performed by device 2b, it can be observed that larger D2R link budget results is achieved compared with backscatter transmission. However, the coverage of R2D communication is the bottleneck due to limited device receiver sensitivity, and nearly 68.8m/105.03m coverage distance is achieved based on current assumptions. 
Observation 1: For device 1 in D1T1-A1/B, the coverage distance would be limited by R2D link. It is observed that about 26m coverage distance can be achieved with 2dBi BS antenna gain, and larger coverage distance of 40.33m with 6dBi BS antenna gain.
Observation 2: For device 2a in D1T1-A1, the coverage distance can be approximately 68.8m/105.03m limited by R2D link if 33dBm CW Tx power is assumed. While the coverage distance is limited by D2R link if 23dBm CW power is assumed, the coverage is about 62.66/95.71m. 
Observation 3: For device 1/2a in D1T1-A2, D2R link may be the bottleneck due to the CW interference. It is observed the coverage distance is around 18/23m for device 1, and around 32/40m for device 2a. 
Observation 4: For D2R link in D1T1, larger coverage distance can be achieved in case of CW outside topology. 
Deployment scenario 2, Topology 2
For R2D link in D2T2, lower transmission power from reader is assumed considering indoor UE as intermediate node. If the restriction of RF-EH is not considered, the bottleneck is mainly R2D in D2T2-A1/B/C. It is observed that R2D coverage distance is only approximately 7.4m for device 1 and 13.3m for device 2a/2b. 
For D2R link in D2T2, CW outside topology (e.g., D2T2-B) can provide larger available coverage distance as more CW power is assumed to be received at devices no matter what the CW emitter type is.
Observation 5: For D2T2-A1/B/C, the coverage of R2D is the bottleneck due to limited transmit power (23 dBm) from intermediate UE and device activation threshold, and coverage distance is about 7.4m for device 1 and 13.3m for device 2a. 
Observation 6: For D2R link in D2T2, when CW outside topology is used, with larger CW power received at device side, better coverage performance can be achieved. 
3.2. Link performance (LLS)
For the link-level simulations, based on the discussion in Section 2.6, the parameters listed in the following Table 3.2-1 are assumed, and we provide some initial simulation results of Reader-to-Device communication for different payload size in Figure 3.2-1 and Figure 3.2-2. 
Table 3.2-1. Link-level Simulation assumptions
	Parameter
	Assumptions

	Carrier frequency
	900MHz

	Chip rate
	14 kcps

	Modulation
	OOK-4, M = 2

	Signal Bandwidth
	1RB（180kHz）

	Subcarrier spacing
	15kHz

	Channel model
	TDL-A 150ns; TDL-D 30ns

	UE speed
	3 km/h

	Number of RX antennas
	1

	Time/frequency synchronization
	Ideal

	RF filter
	3rd @10MHz 

	BB filter
	3rd @60kHz

	TBS
	24 bits; 40 bits

	ADC
	Ideal quantization, 1.92MHz sampling rate

	Coding
	1/2 Manchester encoding

	Receiver mode
	Device 1：Edge detector
Device 2a：Energy detector



[image: ]
Figure 3.2-1: R2D BLER-CNR for 24bit payload size
[image: ]
Figure 3.2-2: R2D BLER-CNR for 40bit payload size
4. Conclusions
In this contribution, we share our views on the evaluation assumptions of Ambient IoT, and provide some preliminary simulation analysis and evaluation results. The observations and proposals are summarized as follows. 
Observation 1: For device 1 in D1T1-A1/B, the coverage distance would be limited by R2D link. It is observed that about 26m coverage distance can be achieved with 2dBi BS antenna gain, and larger coverage distance of 40.33m with 6dBi BS antenna gain.
Observation 2: For device 2a in D1T1-A1, the coverage distance can be approximately 68.8m/105.03m limited by R2D link if 33dBm CW Tx power is assumed. While the coverage distance is limited by D2R link if 23dBm CW power is assumed, the coverage is about 62.66/95.71m. 
Observation 3: For device 1/2a in D1T1-A2, D2R link may be the bottleneck due to the CW interference. It is observed the coverage distance is around 18/23m for device 1, and around 32/40m for device 2a. 
Observation 4: For D2R link in D1T1, larger coverage distance can be achieved in case of CW outside topology.  
Observation 5: For D2T2-A1/B/C, the coverage of R2D is the bottleneck due to limited transmit power (23 dBm) from intermediate UE and device activation threshold, and coverage distance is about 7.4m for device 1 and 13.3m for device 2a. 
Observation 6: For D2R link in D2T2, when CW outside topology is used, with larger CW power received at device side, better coverage performance can be achieved.  
Proposal 1: Prioritize D1T1-A1/A2/B and D2T2-B for further coverage evaluation.
Proposal 2: Further discussion for the follows,
· The 'CW2D distance (m) value(s)' for coverage evaluation in RAN1
· Intermediate UE dropping and which devices are involved in the evaluations for D2T2 for coexistence evaluation in RAN4
Proposal 3: Refine the definition of latency suitable for use in RAN WGs
· For inventory use case: 
· The time interval between the time that the inventory request is sent from BS/intermediate UE and the time that the inventory report is successfully received at BS/intermediate UE.
· For command use case: 
· The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the commands successfully received at A-IoT device.
· FFS the components (e.g., processing time at BS and/or A-IoT device) to be included in the calculation of latency.
· Note: the latency definition is for a A-IoT device.
Proposal 4: For 2D distribution of devices
· The devices are uniformly distributed in the system as starting.
· For simplicity, system level simulation is not required. 
Proposal 5: The following performance metric is considered for evaluation purpose only,
· Inventory completion time for multiple A-IoT devices
· For inventory use case, the ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully completed the inventory process for [Z]% of A-IoT devices for a given number of A-IoT devices within corresponding coverage by the reader
· FFS: Z = {99%(Mandatory), 90%(Optional)}
· A numerical analysis is conducted rather than a full system-level simulation. 
Proposal 6: The following assumptions are considered for evaluating inventory completion time for multiple A-IoT devices,
	Assumptions
	Reported values / schemes

	· Random access schemes
· slot-aloha is considered as baseline, # of slots is reported by companies.
· Companies to provide the details of the schemes.
	

	· R2D data rate
· refer to the LLS assumptions,
	

	· D2R data rate
· refer to the LLS assumptions,
	

	· Message size
· refer to the LLS assumptions,
	

	· Device distribution, [near, middle, far] = [TBD%, TBD%, TBD%]
· FFS [near, middle, far] with 
· different data rate, or
· different BLER
· Considering the topologies provided above, [near, middle, far] = [30%, 30%, 40%] as a start point
	

	· [Impact of RF energy harvesting and power consumption]
· Maximum 10 seconds charging time, 
· 1uF capacitor for device 1, 10uF capacitor for device 2
· 1/3 of the energy of capacitor can be discharged
· Active power consumption is 1uW for device 1 and 100, 500 uW for device 2
· Sleep power consumption is 0.1uW (RTC clock is running, monitoring is suspended)
· charging energy efficiency 5% - 10%, FFS details
	

	· Device number
· 600 devices / reader
	


Proposal 7: For device 1 coverage evaluation, RF energy harvesting with -30dBm activation threshold is considered. FFS for device 2a/2b.
Proposal 8: For coverage evaluation,
· For R2D link, Budget-Alt1 is used to obtain receiver sensitivity at least for device 1 and device 2a, and further discuss device 2b.
· For RF-EH, Budget-Alt1 is used for devices with energy harvesting from RF.
Proposal 9: The following pathloss model can be used in the coverage evaluation for RF-EH, R2D and D2R links
· For D1T1, InF-DH NLOS is used.
· For D2T2, InF-DL NLOS is used.
· For D2T2, InH-Office LOS is used.
· Note: the definition of the above channel model refers to TR38.901 
Proposal 10: CW2D pathloss model is considered as follows,
· For D1T1-A1/A2/B and D2T2-A1/A2/B, same channel model is used for CW2D and R2D/D2R.
· Note: the definition of the above channel model refers to TR38.901  
Proposal 11: Add one item of “Topology [0D]” into the link budget template, and the topology for D2T2 can be reported by companies. Corresponding channel model used for link budget calculation is referred to each topology as agreed in RAN1#116bis.
Proposal 12: For CW interference modelling in coverage evaluation, 
· For CW inside topology with ‘A2’ scenarios, CW interference can be considered in link budget calculation
· Obtain the remaining CW interference after CW interference cancellation from CW node by Tx power and CW cancellation capability, and calculate the minimum receiver sensitivity by taking remaining CW interference into consideration
· For CW outside topology or CW inside topology with bistatic D2R backscatter, assuming CW has no impact to the receiver sensitivity loss.
Proposal 13: the following tables are considered for link budget calculation,
Table 2.5-1 Link budget template 
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	[0A]
	Scenarios
	D1T1-A1/A2/B/C
D2T2-A1/A2/B/C
	D1T1-A1/A2/B/C
D2T2-A1/A2/B/C

	[0A1]
	CW case
	N/A
	1-1/1-2/1-4/2-2/2-3/2-4

	[0B]
	Device 1/2a/2b
	Device 1/2a/2b
	Device 1/2a/2b

	[0C]
	Center frequency (MHz)
	900MHz (M), 2GHz (O)
	900MHz (M), 2GHz (O)

	[0D]
	Topology
	InF-DH NLOS
	InF-DL NLOS / InH-Office LOS

	(1) Transmitter

	[1D]
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	For BS:
· 2 antenna elements for 0.9 GHz
For Intermediate UE:
· 1 
	 1

	[1E]
	Total Tx Power (dBm) 
	· For BS in DL spectrum for indoor
· 33dBm(M), FFS: 38dBm(O), one smaller value [FFS: 23 or 26] dBm(M) 
· FFS: additional constraints on PSD
· FFS: For UE in DL spectrum for indoor
· For UL spectrum for indoor, 
· 23dBm (M)
· FFS: 26dBm(O)

Other values are NOT precluded subject to future discussion.

· 
	· For device 1/2a:
· For scenarios ‘A1’ and ‘A2’,
· The Device Tx Power is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· The Device Tx Power is calculated by CW received power which can be derived by at least CW2D distance (m) value and other related factors. 
· For device 2b:
· D2R-dev2bTxPower-Alt1: -20 dBm(M)
· D2R-dev2bTxPower-Alt2: -10 dBm(O)
· Other values are NOT precluded subject to future discussion.

	[1E1]
	CW Tx power (dBm)
	N/A
	Companies to report used value and whether same DL/UL spectrum is assumed for R2D and CW2D
Note: Candidate values are same as [1E] R2D Note: only applicable for device 1/2a
· 23dBm for UL spectrum
· 33dBm for DL spectrum 
Note: only applicable for device 1/2a

	[1E2]
	CW Tx antenna gain (dBi)
	N/A
	· Company to report, the value equals to 
· UE Tx ant gain, or
· BS Tx ant gain
Note: only applicable for device 1/2a

	[1E3]
	CW2D distance (m)
	N/A
	· For device 1/2a:
· For scenarios ‘A1’ and ‘A2’,
· The CW2D distance is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’
· 10m
Note: only applicable for device 1/2a

	[1E4]
	CW2D pathloss (dB)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1E5]
	CW received power (dBm)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1F]
	Transmission Bandwidth used for the evaluated channel (Hz)
	180k(M), 
360k(O), 
1.08MHz(O)
	UL data rate: xx bps

FFS: data rate for each case

	[1G]
	Tx antenna gain (dBi)
	· For BS for indoor, 6 dBi(M), 2dBi(M)
For intermediate UE, 0 dBi
	For A-IoT device, 0dBi (M), -3dBi (O)

	[1H]
	Ambient IoT backscatter loss (dB)
Note: due to, e.g., 
· impedance mismatch
· Modulation factor
	N/A
	· OOK: 6 dB
· PSK: 0 dB
Note: Only for device 1/2a
FFS: for device 2a

	[1J]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4

	[1K]
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	· 10 dB (M)
· 15 dB (O)
Note: Only for device 2a

	[1N]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	FFS
	N/A

	[1M]
	EIRP (dBm)
	Calculated
	Calculated

	(2) Receiver

	[2A]
	Number of receive antenna elements / TxRU / chains modelled in LLS
	Same as [1D]-D2R
	Same as [1D]-R2D

	[2B]
	Bandwidth used for the evaluated channel (Hz)
	FFS: relation with the transmission bandwidth used for the evaluated channel
Refer to LLS assumptions, BB LPF BW is reported.

	· FFS: whether the values are single side-band or double side-band
· Note: The value is used for calculating the noise power, and double side band is considered. The total BW for calculating noise power is considered twice the reported value. 
FFS: relation with the transmission bandwidth used for the evaluated channel


	[2B1]
	FFS: RF CBW (Hz)
ED channel BW (MHz)
	FFS:
· 10MHz
· 20MHz
· Other values
Refer to LLS assumptions
Note: The value is used for calculating the noise power 
	N/A

	[2C]
	Receiver antenna gain (dBi)
	same as [1G]-D2R
	Same as [1G]-R2D

	[2X]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	N/A
	FFS

	[2D]
	Receiver Noise Figure (dB)
	FFS: 20dB or 24dB or 30dB for Budget-Alt2
FFS: different values for device architecture
	For BS as reader
· 5dB
For UE as reader
· 7dB

	[2E]
	Thermal Noise power spectrum density (dBm/Hz)
	-174
	-174

	[2F]
	Noise Power (dBm)
	Calculated
	Calculated

	[2G]
	Required SNR
	Reported by company
	Reported by company

	[2H]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4

	[2J]
	Budget-Alt1/ Budget-Alt2
	For RF-EH, R2D link in the coverage evaluation, for device 1/2a
· Budget-Alt1 is used (note: receiver architecture is RF ED)
FFS: device 2b
	Budget-Alt2

	[2K]
	CW cancellation (dB)
	N/A
	For scenario A2, 
· [140dB for BS]
· [120dB for UE]
For scenario A1 and B
· Assuming CW has no impact to the receiver sensitivity loss. 
Only applicable for scenario A1/A2/B

	[2K1]
	Remaining CW interference (dB)
	N/A
	Calculated

	[2K2]
	Receiver sensitivity loss(dB)
	N/A
	Calculated

	[2L]
	Receiver Sensitivity (dBm)

	For Budget-Alt1, 
· For device 1 (RF-ED),
· -30 dBm
· For device 1 (data),
· -36 dBm
· For device 2 if RF-ED is used
· -45 dBm
For Budget-Alt2, 
· Calculated
	Calculated
Note: the receiver sensitivity includes the receiver sensitivity loss [2K2], i.e. after CW cancellation at least if ‘A2’ scenario is used


	(3) System margins

	[3A]
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	· For D1T1, 4dB is assumed
· For D2T2, 7.2 dB is assumed
	· For D1T1, 4dB is assumed
· For D2T2, 7.2 dB is assumed

	[3B]
	polarization mismatching loss (dB)
	3 dB
	3 dB

	[3C]
	BS selection/macro-diversity gain (dB)
	· 0 dB except
· 6 dB is assumed for RF-EH in D1T1 scenarios
· FFS: other values are not precluded
	0 dB
FFS: other values are not precluded

	[3D]
	Other gains (dB) (if any please specify)
	0 dB
	0 dB

	(4) MPL / distance

	4A
	MPL (dB)
	Calculated
	Calculated

	4B
	Distance (m)
	Calculated
	Calculated


Proposal 14: The items listed in link budget template can be calculated respectively as below，
EIRP([1M])
· For RF-EH and R2D, [1M]=[1E]+[1G]
· For D2R of Device 1, [1M]= [1E]+[1G]-[1H]
· For D2R of Device 2a, [1M]= [1E]+[1G]-[1H]+[1K]
· For D2R of Device 2b, [1M]=[1E]+[1G]
Noise Power ([2F])
· [2F]=[2D]+[2E]+lin2dB([2B])
Remaining CW interference ([2K1])
· For D2R of scenario ‘A2’, [2K1]=[1E1]+[1E2]-[2K]
Receiver Sensitivity ([2L])
· For D2R of scenarios ‘A1’ and ‘B’, [2L]=[2F]+[2G]
· For D2R of scenarios ‘A2’, [2L]=lin2dB(dB2lin([2K1])+dB2lin([2F]))+[2G]
MPL ([4A])
· [4A]=[1M]+[2C]-[2L]-[3A]-[3B]+[3C]+[3D]
Proposal 15: The following sampling frequency offset are considered in the evaluations,
	Parameter 
	Values

	Device Sampling Frequency
	· Initial Sampling Frequency Offset (SFO) [104 ~ 105] ppm
· Sampling frequency = 1.92 MHz 


Note: 
· The relationship between the SFO (Fe) and corresponding timing drift (ΔT) over a time(T) isΔT = ±Fe * T
· When the power is off for the device, the oscillator for sampling is no longer running and the device does not maintain any time reference.
Proposal 16: For link level performance evaluation, 30ns delay spread is considered mandatory.
	Parameters
	Assumptions

	Channel model
	· For D1T1, TDL-A channel model is used for R2D link and for D2R link for InF-DH scenario.
· For D2T2, 
· TDL-A channel model is used for R2D link and for D2R link if InF scenario is considered
· TDL-D channel model is used for R2D link and for D2R link if InH-Office scenario is considered

	Delay spread
	30ns (M), 150 ns (O)


Proposal 17: 
For the R2D LLS, report followings (as start point).
· CINR/CNR, where CINR/CNR is defined as the ratio of signal power spectral density in the transmission bandwidth to the noise and interference (if any) power spectral density in the device ED channel bandwidth.
· Signal transmission bandwidth
· ED channel bandwidth
· BB LPF
· the ED channel bandwidth is needed for calculating the noise power,
· For RF-ED receiver, the ‘ED CBW’ is regarded as the device RF filter BW (e.g., 10-20MHz) which are used for calculating the noise power
· For IF receiver, the ‘ED CBW’ is regarded as the device IF filter BW which are used for calculating the noise power
· For ZIF receiver, the ‘ED CBW’ is regards as the device BB LBP BW which are used for calculating the noise power
· Note: the above is being referred as [2B1] for R2D link in link budget template.
· The BB LPF is reported by companies and is being referred as [2B] for R2D link in link budget template.
For the R2D LLS, the SNR/SINR calculation in the transmission bandwidth can be used and reported by companies.
The corresponding changes for the LLS table are as follows,
	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	FFS: ED bandwidth
	· the ED channel bandwidth is needed for calculating the noise power,
· For RF-ED receiver, the ‘ED CBW’ is regarded as the device RF filter BW (e.g., 10-20MHz) which are used for calculating the noise power
· For IF receiver, the ‘ED CBW’ is regarded as the device IF filter BW which are used for calculating the noise power
· For ZIF receiver, the ‘ED CBW’ is regards as the device BB LBP BW which are used for calculating the noise power
· Note: the above is being referred as [2B1] for R2D link in link budget template.
The value is reported by companies. 

	FFS: BB LPF
	[X]-order Butterworth filter with cutoff frequency at [Y] kHz, reported by companies


…
	Note: 
 -           Companies to report required SINR according to BLER target.

R2D LLS, report followings (as start point).
· CINR/CNR, where CINR/CNR is defined as the ratio of signal power spectral density in the transmission bandwidth to the noise and interference (if any) power spectral density in the device ED channel bandwidth.
For the R2D LLS, the SNR/SINR calculation in the transmission bandwidth can be used and reported by companies.



Proposal 18: Timing based Manchester decoding approach by capturing ascending/descending edges is adopted for link level performance evaluation.
Proposal 19: Add one line in D2R specific parameter to clarify the reader's sampling frequency.
	R2D specific parameters

	Reader Sampling frequency
	30.72Msps 
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