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Introduction
In RAN#102, a new work item on AI/ML for NR Air Interface has been approved [1], that builds on the previous Rel-18 studies in FS_NR_AIML_Air [2].
For the beam management use case, the objective of the study is to address some of the outstanding issues identified during the Rel-18 Study Item, as summarized in TR 38.843 [3].
[bookmark: _Hlk101956567]With reference to beam management, the study objectives listed in the Rel-19 WID are shown below [1].
	WID:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


In this contribution, we discuss potential issues and associated standard impacts to support AI/ML for beam management in NR air interface based on BM-Case1 and BM-Case2. Additionally, we provide an updated set of evaluation results for beam prediction. 
Discussions
Beam prediction, indication and reporting
Configuration of Set A and Set B
In RAN1#116 [5], the following conclusion was made on configuration of Set B:
	Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point


In RAN1#116-bis [6], the following agreement was made on configurations of Set A and Set B:
	Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· [bookmark: _Hlk166186626]Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 


Based on the above agreement, we provide the following analysis.
· [bookmark: _Hlk166187850]Alt 1: one CSI-ResourceConfigId is configured for Set B
· In Alt 1, key information for supporting construction of Set A is configuring additional conditions of gNB. For example, when NW-sided additional conditions such as number of beams, beam widths, beam angles and etc. are provided, the UE can construct Set A without having explicit configurations. However, feasibility of configuring such NW-sided additional conditions is unclear considering the discussion during the SI, as the network vendors were severely negative on providing such information. In addition, Alt 1 is not able to support scenarios with transmission of Set A in longer periodicity.
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· There are many benefits of Alt 2. Firstly, as Alt 2 requires Set A and Set B configuration within one CSI-ResourceConfig, most of specifications in CSI framework for single TRP and/or multi-TRP can be reused. Therefore, AI/ML based beam management can be supported without huge specification impacts. Secondly, both scenarios (i.e., not transmitted Set A and transmitted Set A with larger periodicity) can be easily supported as resource Set(s) provide actual configuration. 
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 3 is a similar approach with Alt 2. The key difference is that Alt 3 utilizes two CSI-ResourceConfigs while Alt 2 utilizes a single CSI-ResourceConfig. As CSI-ResourceConfig is designed to configure channel measurement resources, interference measurement resources, resource type and BWP ID, two CSI-ResourceConfig approach may be valid if different channel/interference measurements, resource type or BWP ID are needed. However, as Set A and Set B are designed for one gNB, motivation to support two CSI-ResourceConfigs is not clear. Also, CSI-RS resource indexes in the Set B is a subset of those in Set A, separate configurations will unnecessarily increase the signalling overhead.
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· Alt 4 is also a similar approach with Alt 2, but configuring Set A potentially in CSI-Report Config instead of CSI-ResourceConfig. We observed many disadvantages of Alt 4. For example, relatively larger specification impact is required as the design is totally against the principle of CSI framework by allowing CSI resource configuration in CSI-ReportConfig. In addition, the benefit is not clear. According to the discussion, repeated Set A configuration can be avoided in CSI-ResourceConfig by associating Set A with CSI report config. However, even for the identical Set A, different CSI-ReportConfig needs to be supported considering different Set B.

Observation 1: Feasibility of Alt 1: one CSI-ResourceConfigId is configured for Set B is doubted as the gNB vendors are severely negative on providing the NW-sided additional conditions for constructing Set A. 
Observation 2: Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B is beneficial as Alt 2 supports both scenarios (i.e., not transmitted Set A and transmitted Set A with larger periodicity) with minimum specification impacts.  
Observation 3: Motivation of Alt 3: two CSI-ResourceConfigIds are configured for Set A and Set B separately is not clear as different channel/interference measurements, resource type or BWP ID are not needed.
Observation 4: Benefit of Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId is not clear as different CSI-ReportConfig needs to be supported considering different Set B even for an identical Set A.
Proposal 1: Support Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B.
For the configuration of Set A and Set B within Alt 2, multiple approaches can be followed with different benefits for each approach. One way to configure Set A and Set B is configuring RS resources for both Set A and Set B in a single RS resource set. In this approach, the configuration for association of Set B and Set A should be done separately, e.g., RRC based configuration of association of Set A and Set B. Moreover, this approach also enables the gNB to dynamically change the association of Set A and Set B by dynamically indicating Set A/Set B associations. A second way to configure Set A and Set B is to have separate RS resource sets for Set B and Set A, respectively. A separate configuration for association of Set A and Set B is not needed with the latter approach. The specification on RS resource set configuration with the first approach is relatively smaller as the first approach can be supported within one RS resource set in the current specification. In addition, different pattern selection approach can be considered if dynamic activation of the association between Set A and Set B is supported. On the other hand, the second approach is relatively straightforward to implement however, the approach is more suitable for a scenario with fixed association between Set A and Set B as the approach depends on RS resource set configuration via RRC. 
Proposal 2: Support one of the following options for Set A and Set B configuration.
· Option 1: RS resources for Set A including Set B are configured in a RS resource set within a CSI-ResourceConfig.
· Option 2: RS resources for Set A is configured in one RS resource set and RS resources for Set B is configured in another RS resource set within a CSI-ResourceConfig.
Proposal 3: For Option 1, if supported, support a mechanism indicating a type of RS resource (i.e., Set A, Set B or neither). 
· Option 1-1: RRC configuration to indicate a type of each RS resource.
· Option 1-2: Dynamic activation of a type of each RS resource.

Indication of unmeasured Set A beams
In RAN1#116 [5], the following agreement was made:
	Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed


As the current beam indication framework (i.e., TCI state indication) is based on measured reference RSs and corresponding TCI states, update of the existing beam indication framework is needed to enable indication of beams in Set A (i.e., unmeasured beams in Set A not in Set B). The main problem is that TCI states for unmeasured beams cannot be configured with a physical RS ID as a QCL Type-D reference RS. For an RS resource which is not transmitted, a rather straightforward way to tackle this problem is to use a logical beam ID as a QCL Type-D reference RS of TCI states for RS resources for measurements (e.g., instead of SSBs). On the other hand, for TCI states for actual transmission/reception (e.g., for PDSCH/PDCCH), two options of QCL-TypeD configuration are possible. The first option is to use logical beam ID as the QCL-TypeD reference as supported for RS resources for measurements. The second option is to use a RS resource, which is used for measurements, as a QCL Type-D reference RS of the TCI state. The benefit of second option is to that there is no specification impact for TCI-states configured for actual transmission/reception.
Observation 5: Update of existing beam indication framework is needed to enable indication of beams as TCI states for unmeasured beams as corresponding TCI states cannot be configured with physical RS IDs as QCL Type-D reference RSs. 
Proposal 4: A RS resource, which is not transmitted, for Set A (i.e., unmeasured beams in Set A not in Set B), is configured with a TCI state including a logical beam ID as a QCL Type-D reference RS.
Proposal 5: To indicate Set A beams (i.e., unmeasured beams in Set A not in Set B), support indication of Set A beams based on the following options: 
· Option 1: a TCI state using a logical beam ID as a QCL Type-D reference RS.
· Option 2: a TCI state using a RS resource, which is configured with a logical beam ID as a QCL Type-D reference RS, as a QCL Type-D reference RS of the TCI state.

QCL measurements for unmeasured Set A beams.
For successful PDCCH/PDSCH reception and decoding, the UE needs to measure associated QCL parameters (e.g., Doppler spread, Doppler shift, delay spread, average delay and spatial Rx parameter) as shown in section 5.1.5 of TS 38.214 [4]. 
	[bookmark: _Toc11352096][bookmark: _Toc20317986][bookmark: _Toc27299884][bookmark: _Toc29673149][bookmark: _Toc29673290][bookmark: _Toc29674283][bookmark: _Toc36645513][bookmark: _Toc45810558][bookmark: _Toc130409758]5.1.5	Antenna ports quasi co-location
The UE can be configured with a list of up to M TCI-State configurations within the higher layer parameter PDSCH-Config to decode PDSCH according to a detected PDCCH with DCI intended for the UE and the given serving cell, where M depends on the UE capability maxNumberConfiguredTCIstatesPerCC. Each TCI-State contains parameters for configuring a quasi co-location relationship between one or two downlink reference signals and the DM-RS ports of the PDSCH, the DM-RS port of PDCCH or the CSI-RS port(s) of a CSI-RS resource. The quasi co-location relationship is configured by the higher layer parameter qcl-Type1 for the first DL RS, and qcl-Type2 for the second DL RS (if configured). For the case of two DL RSs, the QCL types shall not be the same, regardless of whether the references are to the same DL RS or different DL RSs. The quasi co-location types corresponding to each DL RS are given by the higher layer parameter qcl-Type in QCL-Info and may take one of the following values: 
[bookmark: _Hlk500800106][bookmark: _Hlk500784100]-	'typeA': {Doppler shift, Doppler spread, average delay, delay spread}
-	'typeB': {Doppler shift, Doppler spread}
-	'typeC': {Doppler shift, average delay}
-	'typeD': {Spatial Rx parameter}



When PDCCH/PDSCH are to be transmitted via a predicted best beam which is not measured, the UE cannot acquire QCL-related parameters thereby failing to successfully decode the PDCCH/PDSCH. Therefore, a procedure to obtain QCL-related parameters for an unmeasured predicted beam is needed before PDCCH/PDSCH transmission. One possible way to acquire QCL-related parameters for an unmeasured predicted beam is utilizing neighbouring beams of the unmeasured predicted beam. 
In Figure 1 and Figure 2, below, we show performance of doppler shift and delay spread estimation for an unmeasured beam based on neighbouring beams. In the Figures below, estimation of the QCL parameters for missing Tx beams is performed using measurement of QCL parameters based on adjacent beams on each side of the missing beam along the azimuth direction. The UE is configured to sweep through 64 Tx beams.
[image: A graph with a line drawn on it
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Figure 1. CDF of the absolute error in estimating doppler shift for unmeasured/missing beams based on adjacent beams on each side of the missing beams.
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Figure 2. CDF of the absolute error in estimating RMS delay spread for unmeasured/missing beams based on adjacent beams on each side of the missing beams. 
It can be seen from the figures above that estimation of QCL parameters for unmeasured/missing beams based on neighbouring/adjacent is possible within an acceptable margin of error. For example, Figure 1 show that using adjacent beams on each side of an unmeasured/missing beam, the doppler shift, which would be measured by the missing beam at the UE, can be estimated such that the estimation error falls below 10 Hz 90% of the time. Likewise, estimation of the RMS delay spread which would be measured by the missing beam for the UE can be managed to 15ns or less in absolute error 90% of the time. 
Observation 6: When PDCCH/PDSCH are to be transmitted via a predicted best beam which is not measured, the UE cannot acquire QCL-related parameters, therefore a procedure to obtain QCL-related parameters for the unmeasured beam is needed. 
Observation 7: Estimation of QCL-related parameters via neighbouring beams achieves Doppler shift estimation with error below 10 Hz for 90% of the time and RMS delay spread below 15 ns for 90% of the time.
Proposal 6: Support a procedure for the UE to obtain QCL-parameters for an unmeasured Set A beam by using neighboring beams of the unmeasured Set A beam.

Pattern based beam indication
As best beams can be successfully predicted by AI/ML model in BM-Case 2, enhanced beam indication mechanism is needed to enable future beam indication based on the prediction. One possible way is updating the current beam mechanism from indication of one beam to indication multiple beams with corresponding time resources. An efficient way to enable multiple beam indication can be introducing a beam indication mechanism based on beam patterns. For example, a beam pattern and corresponding TCI states required for the indicated beam pattern can be used based on AI/ML based beam prediction.  

Observation 8: Enhanced beam indication mechanism is needed to enable future beam indication based on prediction of AI/ML model in BM-Case 2. 
Proposal 7: Support a beam indication mechanism with a beam pattern and corresponding TCI states required for the indicated beam pattern.

Reporting beam measurements/predictions
In TR 38.843 [3], the following potential specification impact was included for assessment. 
	For BM-Case1 and BM-Case2 with a NW-side AI/ML model: 
· L1 beam reporting enhancement for AI/ML model inference:
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered


In RAN1#116 [5], the following agreement was made on beam measurement reporting:
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 



Although it is beneficial to report measurement results of more than 4 beams in one UE reporting instance, however, having UE to report all AIML model input measurements for every AIML prediction instance to gNB greatly increases UE reporting overhead. Therefore, a procedure for sparse reporting by UE is beneficial in some scenarios. For example, when channel condition or UE position does not change significantly, the UE can skip reporting of a subset of AIML input measurements to gNB. 
Tables 1 and 2 show beam prediction accuracy considering different UE beam reporting methods. In this evaluation, we consider a sequence of spatial beam predictions for a UE moving at speed of 30 kmh. In addition, RSRP measurements are taken every ΔT (ΔT = 80 ms or 640 ms). RSRP measurements from set B, consisting of 16 Tx beams following the pattern shown below (i.e., Pattern #1), were used from set A consisting of 64 Tx beams. 

Pattern #1
Beam is member of set A and set B

Beam is member of set A
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Figure 3. Beam patterns of Set B
We consider multiple cases for selecting reported RSRP measurements for set B:
· Case 1 (Baseline): Every ΔT ms, all beams of set B are measured and reported. 
· Case 2: Every ΔT ms, 50% of the beams of set B are measured and reported alternatively (e.g., odd beams are measured and reported at time instant T and even beams are measured and reported at time instant T+1). For spatial beam prediction at time instant T, odd beam measurements are combined with even beam measurements from time instant T-1 as input to AIML model. Similarly, at time instant T+1, even beam measurements are combined with odd beam measurements from time instant T-1 as input to AIML model.
· Case 3: Every ΔT ms, 50% of the beams of set B, that have highest RSRP at time instant T-1, are measured and reported at time instant T. For spatial beam prediction at time instant T, best beam measurements are combined with worst beam measurements from time instant T-1 as input to AIML model.

Table 1: Sequential Spatial Beam Prediction Accuracy of AIML-based Classification (Sparse Reporting) – ΔT = 80 ms
	Case
	Measured Beams at Time Instant T
	Top-1 Accuracy
	Top-3/1 Accuracy
	Top-5/1 Accuracy

	Case 1
(Baseline)
	All Beams
	74.58%
	92.70%
	96.52%

	Case 2
	Odd/Even beams alternatively
	72.90%
	92.26%
	96.19%

	Case 3
	Best 50% of beams at time instant T-1 
	74.05%
	92.53%
	96.50%



Table 2: Sequential Spatial Beam Prediction Accuracy of AIML-based Classification (Sparse Reporting) – ΔT = 640 ms
	Case
	Measured Beams at Time Instant T
	Top-1 Accuracy
	Top-3/1 Accuracy
	Top-5/1 Accuracy

	Case 1
(Baseline)
	All Beams
	73.25%
	92.58%
	96.15%

	Case 2
	Odd/Even beams alternatively
	62.96%
	87.50%
	93.56%

	Case 3
	Best 50% of beams at time instant T-1 
	67.56%
	90.14%
	94.83%



As shown in Table 1, Case 2 and Case 3 showed marginal difference in beam prediction accuracy with 50% reduction of UE reporting overhead. Also in Table 2, minor difference in Top-3/1 and Top-5/1 beam prediction accuracy is shown with 50% reduction of UE reporting overhead. Therefore, support of sparse reporting can be considered for reducing UE beam reporting overhead without sacrificing beam prediction accuracy. 
Observation 9: The UE’s frequent reporting of AIML input measurements for inference at gNB greatly increases UE reporting overhead.
Observation 10: Beam prediction accuracy with sparse reporting (e.g., reporting odd/even beams alternatively or best 50% of beams) is as good as baseline case (i.e., reporting all beams in Set B).
Proposal 8: Support a sparse reporting mechanism for data collection for inference (e.g., based on channel conditions).
A useful method to report beam measurements is through pattern-based reporting. In case when the number of Set B beam is large, reporting information of all the set B beams may not be efficient. In this case, supporting a pattern-based reporting enables the UE to report large number of beam measurements without indicating additional CRI overheads, thus reducing UE’s reporting overhead. Moreover, the pattern-based reporting also enables sparse reporting by the UE by associating a subset of Set B beams with pattern ID(s). When sparse reporting is enabled, the UE reports beam measurements with corresponding indication of pattern ID(s) for a subset of all pattern ID(s) associated to Set B.
Proposal 9: Support a pattern-based reporting mechanism for data collection for inference wherein the UE reports a pattern ID(s) and corresponding beam measurements of a subset of beams in Set B.
In RAN1#116-bis [6], the following agreements were made on beam measurements and inference reporting:
	Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details

Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications

Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output
· Note: Support both Option A and Option B is not precluded.


 
In RAN1#116-bis [6], the following agreements was on CSI reporting in agenda item 9.1.3.1:
	Agreement
For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms



For a UE-side AI/ML model, required specification impact can be minimized as UE determines best beams based by using the UE-side AI/ML model. For example, beam(s) that is based on the output of AI/ML model inference was agreed as a potential specification support. For BM-Case 1, the current beam reporting with CRIs/SSBRIs and corresponding L1-RSRP values is enough to indicate the best beam(s) from AI/ML model inference. For BM-Case 2 with a gNB-side model, time domain characteristics of beam measurements are essential for time domain prediction. Especially, such time domain information will be crucial for certain predictable scenarios such as highway or HST. Information about measured past instances (e.g., the time stamp) for reported beam related information (e.g., CRIs/SSBRIs/RSRPs) can be further considered. 
Additionally, for BM-Case2 with a UE-sided model, providing multiple sets of predicted beam information for future time instances (e.g., future beam predictions by the UE) should be beneficial. Reporting information of multiple future time instances reduces latency as network will obtain information of multiple future time instances in advance and does not have to wait for UE reports in queue. For the design for the reporting information of multiple future time instances, the aforementioned agreements in agenda items 9.1.1 and in 9.1.3.1 (CSI Prediction) can be a starting point. For example, the choice of N for reporting BM-Case 2 inference results can be either same with or multiple of CSI reporting periodicity in CSI prediction. One way to achieve this is by using N = N4 where the possible values of N4 are 1, 4 (baseline) or 2, 8 (optional).
For report content of inference results for UE-sided model for BM-Case 1, the difference between ‘Option A: Predicted RSRP’ and ‘Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement’ is not clear. Specifically, Option A should be further clarified including details on when/how predicted RSRP needs to be reported.
Observation 11: For BM-Case 1 with a UE-side AI/ML model, the current beam reporting with CRIs/SSBRIs and corresponding L1-RSRP values is enough to indicate the best beam(s) from AI/ML model inference. 
Observation 12: For BM-Case 2 with a gNB-side AI/ML model, information about time stamp on measurement instances for reported beam related information needs to be reported for time domain prediction at gNB. 
Observation 13: For BM-Case 2 with a UE side AI/ML model, reporting information of multiple future time instances in one report reduces latency as gNB does not have to wait for UE reports in queue.
Proposal 10: Information about the time stamp for measurement instances should be supported.
Proposal 11: Reporting prediction results of multiple future time instances in one report should be supported. Beam inference reporting periodicity should be aligned with CSI-Reporting periodicity as a baseline.
Proposal 12: Option A “Predicted RSRP” should be further clarified.
In RAN1#116, whether to support beam reporting for only inference or both training and inference was discussed especially for network sided model. As how to utilize reported information, there’s no need to limit the use case of beam reporting. However, enhancement of UE reporting can be considered to allow both training and inference via UE beam reporting. For example, in BM-Case 1, current beam reporting with up to 4 CRIs/SSBRIs and corresponding L1-RSRP values is not enough for AI/ML model training, so that beam reporting up to 64 RSRPs can be considered given the maximum number of beams supported in the current specification. Compared to RSRPs, additional reporting of CRIs/SSBRIs may not be needed as the UE need to report all measured RSRPs from configured RSs (but needs an association between reported RSRPs and measured RSs). For BM-Case 2, time domain characteristics of beam measurements are essential for time domain prediction. Especially, such time domain information will be crucial for certain predictable scenarios such as highway or HST. Information about measured past instances (e.g., time stamp) for reported beam related information should be considered.
Observation 14: No need to restrict purpose of UE beam reporting, especially for network sided model, as how to utilize reported information is up to gNB implementation. 
Observation 15: For network sided model, enhancement of UE reporting can be considered to allow both training and inference via UE beam reporting. 
Proposal 13: For network sided model, support enhanced UE reporting to report up to 64 RSRP values for whole Set A over multiple time instances.
· No CRIs/SSBRIs are reported and implicit beam indexes (e.g., by association with RSs and reported RSRPs) are used.
· Information on measured past instances (e.g., time stamp) is supported.

LCM and Consistency 
Considerations on beam patterns
In TR 38.843 [3], the following conclusion was drawn for BM-specific conditions for AIML models.
	Conclusion
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) are considered at least from the following aspects:
· information regarding model inference 
· Set A / Set B configuration
· performance monitoring
· data collection
· assistance information



For a UE-sided model, to ensure consistency between training and inference, configuration information associated with the Set B should be indicated to UE so that the UE selects an appropriate AIML model for inference, i.e., an AIML model whose training data/inputs are a good match for the indicated Set B. The configuration signalling associated to a Set B should include information on beam IDs, beam periodicity, beam widths etc.
For gNB-sided model, we consider the spatial beam prediction for multiple cases of reported RSRP measurements selection (i.e., set B selection) when the reported RSRP measurements are subset of the total RSRP measurements (i.e., set B is a subset of set C). We consider a set C of RSRP measurements consisting of 16 Tx beams, following the pattern shown below (i.e., Pattern #1), which a subset of set A consisting of 64 Tx beams. 

Pattern #1
Beam is member of set A and set C
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Pattern #2
Beam is member of set A and set C

Beam is member of set A


	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



Figure 4. Beam patterns of Set B for Uniformly selected 16 and 8 Tx beams
We consider multiple cases for selecting reported RSRP measurements for set B:
· Case 1 (Baseline): Size of set B = Size of set C = 8 following Pattern #2
· Case 2-1: Size of set B = 8, where the members of set B are selected as the best 8 beams from set C
· Case 2-2: Size of set B = 8, where the members of set B are selected randomly from set C
· Case 3 (Upper Bound): Size of set B = Size of set C = 16 following Pattern #1

Table 3: Spatial Prediction Accuracy of AIML-based Classification (Set B Selection)
	Case
	Size of Set C
	Size of Set B
	Set B Selection
	Top-1 Accuracy
	Top-3/1 Accuracy
	Top-5/1 Accuracy
	Top-1/5 Accuracy

	Case 1
(Baseline)
	8
	8
	All in set C
	50.86%
	79.69%
	88.07%
	85.29%

	Case 2-1
	16
	8
	Best Beams in Set C
	68.74%
	90.17%
	94.69%
	93.81%

	Case 2-2
	16
	8
	Random Beams from Set C
	51.60%
	80.21%
	89.07%
	84.07%

	Case 3
(Upper Bound)
	16
	16
	All in set C
	74.48%
	94.02%
	97.52%
	95.24%



We note that selecting set B as a subset of best measured beams (Case 2-1) outperforms measuring and reporting a uniform set of beams (Case 1).
Observation 16: For a UE-sided model, configuration information associated to a Set B can help the UE in ensuring consistency between training and inference.
Observation 17: Set B selection as a subset of the best measured beams for input to the gNB-sided AIML model achieves a higher beam prediction accuracy than reporting a uniformly or randomly selected subset of the measured beams. 
Proposal 14: Indicating configuration information associated with Set B to UE should be supported.
Proposal 15: Support reporting of UE selected Set B based on a rule (e.g., subset of best measured beams).
NW-side additional conditions
In RAN1#116-bis [6], the following agreement was made on NW-side conditions for consistency across training and inference.
	Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 


Down selecting only Opt.1 limits UE to consider only NW-side additional conditions (e.g., Set B size, beam width, beam angles etc.) for consistency. Since channel conditions (e.g., path loss, UE speed) and other KPIs are crucial factors across training and inference as well as the NW-side additional conditions, flexibility to consider channel conditions and other KPIs should be provided. Otherwise, the difference in channel conditions between training and inference results in loss of generalization and corresponding performance loss despite of consistent configurations/functionality. On the other hand, solely relying on performance monitoring-based solution (Opt.2) creates unnecessary overhead for the UE since in that scenario, configuration related inconsistencies need to be also checked through performance monitoring KPIs which is inefficient. Therefore, supporting a combination of both Opt.1 and Opt.2 is beneficial.
Proposal 16: Support both Opt.1 (based on an associated ID) and Opt.2 (performance monitoring based) for the consistency of NW-side additional conditions. 

Lifecycle management for BM
The following aspects should be considered for AI/ML model LCM in BM:
· Procedure for identifying need of AI/ML model recovery.
· Procedures for identifying need of AI/ML model recovery should be considered. For example, UE can monitor channel quality by measuring monitoring RSs and identify the need of AI/ML model recovery. 
· Configuration of evaluation methodology from gNB should be considered as different evaluation methodology can be beneficial for each scenario. For example, the gNB selection on how UE can identify current AI/ML model status can be considered. 
· Procedure for UE request or gNB trigger on AI/ML model recovery.
· When the need of AI/ML model recovery is identified, procedures to trigger the recovery procedure should be considered. For example, UE request on the recovery procedure or reporting the identified channel quality can be used. 
· Procedure for AI/ML model recovery
· In addition, procedures for recovery of AI/ML models should be considered. For example, triggering a procedure for identifying an adequate AI/ML model selection can be used. 
Proposal 17: For AIML LCM in BM, consider procedures for identification of need of AI/ML model recovery, UE request/gNB trigger and AI/ML model recovery.

Location of AIML Inference
[bookmark: _Hlk158818793]AI/ML inference/training at UE side can be limited due to limited computational power and battery consumption at UE implementation, however, UE can easily utilize more information that the UE acquired by measuring SSB/CSI-RS without consuming any reporting overhead. 
On the other hand, AIML inference at gNB-side can lead to significant reporting overhead since inference generally requires detailed explicit information. Although gNB has much greater computational capacity than UE, gNB computation capacity can be insufficient in some scenarios. For example, for a pair of gNB and UE, the reporting overhead and computation requirement for inference is not a critical issue for the network, however, if we consider all available UEs in a cell, acquiring information for the inference from multiple UEs requires huge overheads. Moreover, gNB may not have enough computational capacity for performing inference operations for multiple UEs especially in UE dense environments. In such scenario, it is beneficial to dynamically enable UE-sided AIML inference for a subset of UEs e.g., based on UE capability or UE’s prediction performance. The network can switch back and forth between NW-side and UE-side inference based on its computational workload, capacity and/or UE’s prediction performance.
Observation 18: AI/ML inference at UE side can be limited due to limited computational power and battery consumption at UE implementation, however, UE can easily utilize more information that the UE acquired by measuring SSB/CSI-RS without consuming any reporting overhead.
Observation 19: AI/ML inference at NW side could be a good implementation option as UE implementation is generally limited due to computational power and battery consumption than gNB implementation. However, AI/ML inference generally requires more detailed explicit information which leads significant reporting overhead. Moreover, although gNB has greater computational capacity than UE, the capacity can still prove to be insufficient in dense UE scenarios.
Proposal 18: Consider a procedure to dynamically switch AIML inference location (e.g., based on NW workload and/or UE’s prediction performance).
Summary
In this contribution, we discuss potential issues and associated standard impacts to support AI/ML for beam management. From the discussions, we made the following observations and proposals: 
Observation 1: Feasibility of Alt 1: one CSI-ResourceConfigId is configured for Set B is doubted as the gNB vendors are severely negative on providing the NW-sided additional conditions for constructing Set A. 
Observation 2: Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B is beneficial as Alt 2 supports both scenarios (i.e., not transmitted Set A and transmitted Set A with larger periodicity) with minimum specification impacts.  
Observation 3: Motivation of Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately is not clear as different channel/interference measurements, resource type or BWP ID are not needed.
Observation 4: Benefit of Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId is not clear as different CSI-ReportConfig needs to be supported considering different Set B even for an identical Set A.
Observation 5: Update of existing beam indication framework is needed to enable indication of beams as TCI states for unmeasured beams as corresponding TCI states cannot be configured with physical RS IDs as QCL Type-D reference RSs. 
Observation 6: When PDCCH/PDSCH are to be transmitted via a predicted best beam which is not measured, the UE cannot acquire QCL-related parameters, therefore a procedure to obtain QCL-related parameters for the unmeasured beam is needed. 
Observation 7: Estimation of QCL-related parameters via neighbouring beams achieves Doppler shift estimation with error below 10 Hz for 90% of the time and RMS delay spread below 15 ns for 90% of the time.
Observation 8: Enhanced beam indication mechanism is needed to enable future beam indication based on prediction of AI/ML model in BM-Case 2. 
Observation 9: The UE’s frequent reporting of AIML input measurements for inference at gNB greatly increases UE reporting overhead.
Observation 10: Beam prediction accuracy with sparse reporting (e.g., reporting odd/even beams alternatively or best 50% of beams) is as good as baseline case (i.e., reporting all beams in Set B).
Observation 11: For BM-Case 1 with a UE-side AI/ML model, the current beam reporting with CRIs/SSBRIs and corresponding L1-RSRP values is enough to indicate the best beam(s) from AI/ML model inference. 
Observation 12: For BM-Case 2 with a gNB-side AI/ML model, information about time stamp on measurement instances for reported beam related information needs to be reported for time domain prediction at gNB. 
Observation 13: For BM-Case 2 with a UE side AI/ML model, reporting information of multiple future time instances in one report reduces latency as gNB does not have to wait for UE reports in queue.
Observation 14: No need to restrict purpose of UE beam reporting, especially for network sided model, as how to utilize reported information is up to gNB implementation. 
Observation 15: For network sided model, enhancement of UE reporting can be considered to allow both training and inference via UE beam reporting. 
Observation 16: For a UE-sided model, configuration information associated to a Set B can help the UE in ensuring consistency between training and inference.
Observation 17: Set B selection as a subset of the best measured beams for input to the gNB-sided AIML model achieves a higher beam prediction accuracy than reporting a uniformly or randomly selected subset of the measured beams. 
Observation 18: AI/ML inference at UE side can be limited due to limited computational power and battery consumption at UE implementation, however, UE can easily utilize more information that the UE acquired by measuring SSB/CSI-RS without consuming any reporting overhead.
Observation 19: AI/ML inference at NW side could be a good implementation option as UE implementation is generally limited due to computational power and battery consumption than gNB implementation. However, AI/ML inference generally requires more detailed explicit information which leads significant reporting overhead. Moreover, although gNB has greater computational capacity than UE, the capacity can still prove to be insufficient in dense UE scenarios.

Proposal 1: Support Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B.
[bookmark: _Hlk165974757]Proposal 2: Support one of the following alternatives for Set A and Set B configuration.
· Alt 1: RS resources for Set A including Set B are configured in a RS resource set.
· Alt 2: RS resources for Set A is configured in one RS resource set and RS resources for Set B is configured in another RS resource set.

Proposal 3: For Alt-1, support a mechanism indicating a type of RS resource (i.e., Set A, Set B or neither). 
· Alt 1-1: RRC configuration to indicate a type of each RS resource.
· Alt 1-2: Dynamic activation of a type of each RS resource.
Proposal 4: A RS resource, which is not transmitted, for Set A (i.e., unmeasured beams in Set A not in Set B), is configured with a TCI state including a logical beam ID as a QCL Type-D reference RS.
Proposal 5: To indicate Set A beams A (i.e., unmeasured beams in Set A not in Set B), support indication of Set A beams on the following options: 
· Option 1: a TCI state using a logical beam ID as a QCL Type-D reference RS.
· Option 2: a TCI state using a RS resource, which is configured with a logical beam ID as a QCL Type-D reference RS, as a QCL Type-D reference RS of the TCI state.
Proposal 6: Support a procedure for the UE to obtain QCL-parameters for an unmeasured Set A beam by using neighboring beams of the unmeasured Set A beam.
Proposal 7: Support a beam indication mechanism with a beam pattern and corresponding TCI states required for the indicated beam pattern.
Proposal 8: Support a sparse reporting mechanism for data collection for (e.g., based on channel conditions).
Proposal 9: Support a pattern-based reporting mechanism for data collection for inference wherein the UE reports a pattern ID(s) and corresponding beam measurements of a subset of beams in Set B. 
Proposal 10: Information about the time stamp for measurement instances should be supported.
Proposal 11: Reporting prediction results of multiple future time instances in one report should be supported. Beam inference reporting periodicity should be aligned with CSI-Reporting periodicity as a baseline.
[bookmark: _Hlk166068053]Proposal 12: Option A “Predicted RSRP” should be further clarified.
Proposal 13: For network sided model, support enhanced UE reporting to report up to 64 RSRP values for whole Set A over multiple time instances.
· No CRIs/SSBRIs are reported and implicit beam indexes (e.g., by association with RSs and reported RSRPs) are used.
· Information on measured past instances (e.g., time stamp) is supported.
Proposal 14: Indicating configuration information associated with Set B to UE should be supported.
Proposal 15: Support reporting of UE selected Set B based on a rule (e.g., subset of best measured beams).
[bookmark: _Hlk166079963]Proposal 16: Support both Opt.1 (based on an associated ID) and Opt.2 (performance monitoring based) for the consistency of NW-side additional conditions. 
Proposal 17: For AIML LCM in BM, support procedures for identification of need of AI/ML model recovery, UE request/gNB trigger and AI/ML model recovery.
Proposal 18: Support a procedure to dynamically switch AIML inference location (e.g., based on NW workload and/or UE’s prediction performance).
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